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¢ Where is Supercomputing?
Supercomputing in Small Spaces (http://sss.lanl.gov)

¢ From MetaBlade to Green Destiny
Experimental Results

¢ The Evolution of Green Destiny
Architectural: Orion Multisystems DT-12
Software-Based: CAFfeine Supercomputer
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~ StiEnCes Wher‘e 1S SupercompuTlng‘)

(Pictures: Thomas Sterling, Caltech & NASA JPL, and Wu Feng, LANL)

sun Microsystems, Inc.
Myrinet Technical Compute Far

We have spent decades focusing on
performance, performance, performance

(and price/performance).
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e Where is Supercomputing?
" Top 500 Supercomputer List
\
Benchmark

¢ LINPACK: Solves a (random) dense system of linear
equations in double-precision (64 bits) arithmetic.

Introduced by Prof. Jack Dongarra, U. Tennessee

Evaluation Metric

¢ Performance (i.e., Speed)
Floating-Operations Per Second (FLOPS)

Web Site
¢ http://www.top500.0rg
¢ Current #1. Japanese Earth Simulator @ 35.9 TFLOPS

Jﬁ
Wu Feng http://www.lanl.gov/radiant
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= " Where is Supercomputing?
' Gordon Bell Awards at SC

Metrics for Evaluating Supercomputers (or HPC)

& Performance (i.e., Speed)
Metric: Floating-Operations Per Second (FLOPS)
Example: Japanese Earth Simulator, ASCI Thunder & Q.
& Price/Performance =2 Cost Efficiency
Metric: Acquisition Cost / FLOPS

Examples: LANL Space Simulator, VT System X cluster.
(In general, Beowulf clusters.)

Performance & price/performance are important
metrics, but ...

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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a9 Where is Supercomputing?
(Unfortunate) Assumptions

Humans are infallible.

¢ No mistakes made during integration, installation,
configuration, maintenance, repair, or upgrade.

Software will eventually be bug free.

Hardware MTBF is already very large (~100 years
between failures) and will continue to increase.

Acquisition cost is what matters; maintenance costs
are irrelevant.

The above assumptions are even more problematic if
one looks at current trends in supercomputing.

Adapted from David Patterson, UC-Berkeley

A
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Architectures / Systems

UPERCOMPUTER SITES

a0a

SIMD

Single Processor
Cluster
Constellations
SMP
MPP

430

400

23rd List / June 2004 . http:.-"-".top.'.i_iflqlfl-_m'-_:_i;



@mﬁ System Processor Counts / Systems ( Jun 2004 )

1258-256 {27.3%)

1025-2045 (5.1 %)

Others (3.43%)

2004-06-16 hitp :.-".-"mnr-.nf.top.'if_llﬁ_org.-"
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v=" _ Reliability & Availability of

Leading-Edge Supercomputers

Systems | CPUs |Reliability & Availability
ASCI Q 8,192 | MTBI: 6.5 hrs. 114 unplanned outages/month.
¢ HW outage sources: storage, CPU, memory.

ASCI 8,192 | MTBF: 5 hrs. (2001) and 40 hrs. (2003).
White ¢ HW outage sources: storage, CPU, 3d-party HW.
NERSC 6,656 | MTBI: 14 days. MTTR: 3.3 hrs.
Seaborg ¢ SW is the main outage source.

Availability: 98.74%.
PSC 3,016 | MTBI: 9.7 hrs.
Lemieux Availability: 98.33%.
Google ~15,000 | 20 reboots/day; 2-3% machines replaced/year.

¢ HW outage sources: storage, memory.
Availability: ~100%.

Wu Feng
feng@lanl.gov

Source: Daniel A. Reed, RENCI & UNC

MTBI: mean time between interrupts; MTBF: mean fime between failures; MTTR: mean time to restore

)
» Los Alamos
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2 SCIENCES Eff'ClenCy Of
Leading-Edge Supercomputers

"Performance” and "Price/Performance” Metrics ...
¢ Lower efficiency, reliability, and availability.
¢ Higher operational costs, e.g., admin, maintenance, etc.

Examples

¢ Computational Efficiency
Relative to Peak: Actual Performance/Peak Performance
Relative to Space: Performance/Sq. Ft.
Relative to Power: Performance/Watt

¢ Performance: 2000-fold increase (since the Cray €90).
Performance/Sq. Ft.: Only 65-fold increase.
Performance/Watt:  Only 300-fold increase.

¢ Massive construction and operational costs associated
with powering and cooling.

A
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2 SCIENCES Ano-rheru PerspeC'hve
"Commodity-Use Supercomputers”

Requirement: Near-100% avarlability with efficient
and reliable resource usage.

¢ E-commerce, enterprise apps, online services, ISPs.

Prob I ems Source: David Patterson, UC-Berkeley

¢ Frequency of Service Outages
65% of IT managers report that their websites were
unavailable to customers over a 6-month period.
¢ Cost of Service Outages
NYC stockbroker: $ 6,500,000/hr
Ebay (22 hours): $ 225,000/hr
Amazon.com: $ 180,000/hr

Social Effects: negative press, loss of customers who
“click over"” o competitor (e.g., TeraGrid, Akamai/Google)

.'Jﬁ
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=’  Another Perspective:
"Commodity-Use Supercomputers”

Pharmaceutical, financial, actuarial, retail, aerospace,
automotive, science and engineering, data centers.

Sampling of Consumer Requirements of HPC Systems

¢ Myself, LANL (high-performance network simulations)
Traditional cluster fails weekly, of tentimes more frequently.
[1] Reliability, [2] Space, [3] Performance.
¢ Peter Bradley, Pratt & Whitney (CFD, composite modeling)
[1] Reliability, [2] Transparency, [3] Resource Management
¢ Eric Schmidt, Google (instantaneous search)
Low power, NOT speed.
DRAM density, NOT speed.
Availability and reliability, NOT speed.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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"1 Where is Supercomputing?

(Pictures: Thomas Sterling, Caltech & NASA JPL and Wu Feng, LANL)

Sun Microsystems, Inc, ~ A \GANZ® =
Myrinet Technical Compute Farm %COMPAQ ﬁtlphasmm ' -. \ WA B -y b BEowLLF

Efflclency rellablllTy and avallab ||y

will be the key issues of this decade.
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“* Where is Supercomputing?
Supercomputing in Our Lab

Operating Environment
¢ 85-90°F warehouse at 7,400 feet above sea level.

# No air conditioning, no air filtration, no raised floor, and no
humidifier/dehumidifier.

Computing Requirement

¢ Parallel computer to enable high-performance network
research in simulation and implementation.

Old Solution: Traditional Supercomputing Cluster

¢ 100-processor cluster computer that failed weekly in the
above operating environment.

New Solution: Low-Power, Reliable Supercomputing Cluster
¢ A 240-processor cluster in five square feet > Green Destiny

How did we come to the above solution?

A
Wu Feng http://www.lanl.gov/radiant
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== Outline

¢

Supercomputing in Small Spaces

¢ From MetaBlade to Green Destiny
Experimental Results

¢ The Evolution of Green Destiny
Architectural: Orion Multisystems DT-12
Software-Based: CAFfeine Supercomputer

Past, Present, and Future
Publications, Awards, Media, etc.
Conclusion
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' e=’  Supercomputing in Small Spaces
| http://sss.lanl.gov

Goal

¢ Improve efficiency, reliability, and availability (ERA) in large-
scale computing systems.
Sacrifice a little bit of raw performance.

Improve overall system throughput as the system will "always” be
available, i.e., effectively no downtime, no HW failures, etc.

¢ Reduce the total cost of ownership (TCO). Another talk ...

Crude Analogy

¢ Formula One Race Car: Wins raw performance but reliability is
so poor that it requires frequent maintenance. Throughput low.

¢ Honda S2000: Loses raw performance but high reliability
results in high throughput (i.e., miles driven - answers/month).

A
: ~
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i ="  How to Improve Efficiency,
Reliability & Availability?

Complementary Approaches
¢ Via HW design & manufacturing (e.g., IBM Blue Gene)

¢ Via a software reliability layer that assumes underlying
hardware unreliability a /a the Internet (e.g., Google).

¢ Via systems design & integration (e.g., Green Destiny)

Observation
¢ High power density a high temperature a low reliability
¢ Arrhenius’ Equation™
(circa 1890s in chemistry - circa 1980s in computer & defense industries)
As temperature increases by 10° C ...
* The failure rate of a system doubles.
Twenty years of unpublished empirical data .

* The time to failure is a function of /KT where Ea = activation energy of the failure mechanism being accelerated, k =
Boltzmann's constant, and T = absolute temperature

A
: ~
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= Moore's Law for Power

1000

Chip Maximum

Power in watts/cm2 Not too long to reach
Nuclear Reactor
0? Ttanium - 130 watts

Pentium 4 - 75 watts

Pentium IIT - 35 watts
Pentium II - 35 watts
Pentium Pro - 30 watts

100

Surpassed

Heating Plate *

10 ium - 14 watts
@ 1486 - 2 watts
) 1386 - 1 watt, | | | | | |
1.5u 1 0.7u 05u 035p 025p 018y 013p  O0dp  0.07u
1985 1995 2001 Year
Source: Fred Pollack, Intel. New Microprocessor Challenges in the Coming Generations of CMOS Technologies, MICRO32 and Transmeta A
Wu Feng http://www.lanl.gov/radiant ﬂ’.l._{;)s Alamos
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= Moore's Law for Power -

C D

1000
Chip Maximum
Power i
00 Can we build a low-power
supercomputer that is
efficient, reliable, and highly
available but is still considered
high performance?
) 1386 - 1 watt, , , , , ,
1.5u 1 0.7u 05u 035p 025p 018y 013p  O0dp  0.07u
1985 1995 2001 Year
Source: Fred Pollack, Intel. New Microprocessor Challenges in the Coming Generations of CMOS Technologies, MICRO32 and Transmeta A
Wu Feng http://www_lanl.gov/radiant -*L?S A.IEI"I"IQS
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Ry SCIENCES
£z Moore's Law for Power

1000 ,
Chip Maximum
Power in watts/cm? Not too long to reach
Nuclear Reactor
% ® -
100 Itanium - 130 watts
Pentium 4 - 75 watts
Pentium ITIT - 35 watts
aurpc;s_sed Plat ¢ Pentium IT - 35 watts
earing riarte Pentium Pro - 30 watts
10
ium - 14 watts
€ x86 - 5 watts
@ 1486 - 2 watts
1 I386 ~ 1 wall-.rl 1 1 1 1 1 1
1.5u 1 0.7u 05u 035p 025p 018y 013p  O0dp  0.07u
1985 1995 2001 Year
Source: Fred Pollack, Intel. New Microprocessor Challenges in the Coming Generations of CMOS Technologies, MICRO32 and Transmeta A
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== The Origin of Green DeSTiny

Project Conception: Sept. 28, 2001.
¢ On a winding drive home through Los Alamos Canyon ...
the need for reliable compute cycles.
Leverage RLX web-hosting servers with Transmeta CPUs.

Project Implementation: Oct. 9, 2001.
¢ Received the "bare” hardware components.

¢ Two man-hours later ...
Completed construction of a 24-CPU RLX System 324
(dubbed MetaB/ade) and installation of system software.
4 One man-hour later ...

Successfully executing a 10-million N-body simulation of a
galaxy formation

Public Demonstration: Nov. 12, 2001 at SC 2001,

A
: ~
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SC 2001 T@ FII"ST Bladed Beowulf

Me aBlade 24 _ServerBlade 6335 —'->

M lade2: ‘ServerBﬁe 800s

(On-=loan from RLX for SC 2001) ]

= MetaBlade Node : MefaBIadré Node
133-MHz Transmeta TM2600 ~ 4 800- MIe;lz Transmeta TM5800
¢ 512-KB cache, 256-MB RAM | K - 512-KB cache, 384=M RAM

¢ 100-MHz front-side bus (128 MB on-board DD
¢ 3 x 100-Mb/s Ethernet , 1[ | 1256-MB SDR DIMM)
Y S 1#3 MHz front-side btﬁ
€13 x 100-Mb/s E'rher'neH

[
;
]
M

Performance of an N-body Simulation of Galaxy Formation
= MetaBlade: 2.1 Gflops; MetaBlade2: 3.3 Gflops

No failures in its lifetime despite no cooling fdcilities.
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=4 Scaling MetaBlade ...

Interest in MetaBlade and MetaBlade?2 ?
¢ Continual crowds over the three days of SC 2001.
Inspiration
¢ Build a full 42U rack of MetaBlade clusters.
Scale up performance/space to 3500 Mflop/sq. ft.

¢ Problem: In 2001, performance per node on MetaBlade

was three times worse than the fastest processor at
the time (i.e., 2.0-GHz Intel P4).

¢ Can we improve performance while maintaining low
power? Yes via Transmeta's code-morphing software,
which is part of the Transmeta CPU.

What is code-morphing software?

A
Wu Feng http://www.lanl.gov/radiant
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SCIENCES Truansme'i‘a TM5600 CPU
VLIW + CMS

BIOS, OS, Applications
VLIW Engine x86
¢ Up to four-way issue Code Morphing Software
In-order execution only.
¢ Two integer units VLIW
¢ Floating-point unit engine
¢ Memory unit
¢ Branch unit x86

VLIW Transistor Count ("Anti-Moore's Law")
¢ ~% of Intel PIIT > ~ 7x less power consumption
¢ Less power = lower "on-die” temp. > better reliability & availability

. )
Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov ¢ LDS A.IEI’TIQS
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Transmeta TMbx00 CMS

Code-Morphing Software (CMS)
¢ Provides compatibility by dynamically "morphing” x86
instructions into simple VLIW instructions.
¢ Learns and improves with time, i.e., iterative execution.

High-Performance Code-Morphing Software (HP-CMS)

# Results (circa 2001)
Optimized to improve floating-pt. performance by 507.
1-GHz Transmeta performs as well as a 1.2-6Hz PITI-M.

¢ How?

A
Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov “ LQEN?W
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=’  Transmeta TM5x00 Comparison

Intel MEM | MEM | 2xALU | 2xALU |FPU | SSE |SSE | Br
P4

Transmeta | MEM 2xALU FPU Br
TMbx00

Previous-generation Transmeta TM5800 + HP-CMS

¢ Performs better than an Intel PIII over iterative
scientific codes on a clock-for-clock-cycle basis.

¢ Performs only fwice as slow as the fastest CPU (at the
time) rather than three times as slow.

Efficeon, the current-generation CPU from Transmeta,
rectifies the above mismatch in functional units.

A
Wu Feng http://www.lanl.gov/radiant
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" 2 E Low-Power Network Switches

-~
ey

== World Wide Packets

WWP LE-410: 16 ports of Gigabit Ethernet
WWP LE-210: 24 ports of Fast Ethernet via RJ-21s
(Avg.) Power Dissipation / Port: A few watts.

Jﬁ
Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov N LOSAIB"'IO‘S
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"Green Destiny” Bladed Beowulf [t =

(circa April 2002)

A 240-Node Beowulf in Five Square Feet
Each Node Sl
¢ 667-MHz Transmeta TM5600 CPU w/ Linux 2.4.x
Upgraded to 1-GHz Transmeta TM5800 CPUs
¢ 640-MB RAM, 20-GB hard disk, 100-Mb/s
Ethernet (up to 3 interfaces)
Total

¢ 160 Gflops peak (240 Gflops with upgrade)
LINPACK: 101 Gflops in March 2003. A

# 150 GB of RAM (expandable to 276 GB) - ';
¢ 4.8 TB of storage (expandable to 38.4 TB)  WINNER SIS
¢ Power Consumption: Only 3.2 kW. @ '5
Reliability & Availability _ _

trrprensey KRR R

tresssaagy Te s s esnpyyey

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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= Gravitational Microkernel
il on Transmeta CPUs

Gravitational Microkernel Benchmark (circa June 2002)

Processor Math sqrt | Karp sqrt
500-MHz Intel PIIT 87.6 137.5
533-MHz Compag Alpha EV56 76.2 178.5
633-MHz Transmeta TM5600 115.0 144 .6
800-MHz Transmeta TM5800 174.1 296 .6
375-MHz IBM Power3 298.5 379.1
1200-MHz AMD Athlon MP 350.7 452 .5

Units are in Mflops.

Source: Michael S. Warren, Theoretical Astrophysics Group at Los Alamos National Laboratory.

A
Wu Feng http://www.lanl.gov/radiant
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aacs  Treecode Benchmark within
n-Body Galaxy Formation

Year | Site Machine CPUs | Gflops | Mflops/CPU
2003 |LANL | ASCI QB 3600 2793 775.8
2003 |LANL | Space Simulator 288 179.7 623.9
2002 | NERSC |IBM SP-3 256 57.70 225.0
2000 | LANL SGI 02K 64 13.10 205.0
2002 |LANL | Green Destiny 212 38.90 183.5
2001 | SC'01 MetaBlade2 24 3.30 138.0
1998 | LANL Avalon 128 16.16 126.0
1996 |LANL Loki 16 1.28 80.0
1996 | SC 96 | Loki+Hyglac 32 2.19 68.4
1996 | Sandia | ASCT Red 6800 | 464.90 68.4
1995 | JPL Cray T3D 256 7.94 31.0

Source: Michael S. Warren, Theoretical Astrophysics Group at Los Alamos National Laboratory.

A
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= " Treecode Benchmark within
"l n-Body Galaxy Formation

Year | Site Machine CPUs | Gflops | Mflops/CPU
2003 |[LANL | ASCI QB 3600 2793 775.8
2003 |LANL | Space Simulator 288 179.7 623.9
2002 | NERSC |IBM SP-3 256 57.70 225.0
2000 | LANL SGI 02K 64 13.10 205.0
2002 |LANL | Green Destiny 212 38.90 183.5
2001 | sC01 Meta 24 3.30 138.0
126.0
1996 | Sandia .90 ;
1995 | JPL Cray T3D 256 7.94 31.0

Source: Michael S. Warren, Theoretical Astrophysics Group at Los Alamos National Laboratory. Yo
)
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Experimental Results

(relative to efficiency, reliability, availability)

» Los Alamos
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&= Performance Metrics for ..

Efficiency, Reliability, and Availability (ERA)
¢ Total Cost of Ownership. Another talk ...
¢ Computational Efficiency

Relative to Space: Performance/Sq. Ft.
Relative to Power: Performance/Watt.

¢ Reliability
MTBF: Mean Time Between Failures.
¢ Availability
Percentage of time that resources are available for HPC.

Continue to use n-body galaxy formation application
as benchmark.

A
: ~
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& = """ Parallel Computing Platforms
i ("Apples-to-Oranges” Comparison)

Avalon (1996)
¢ 140-CPVU Traditional Beowulf Cluster

ASCT Red (1996)
¢ 9632-CPU MPP

ASCI White (2000)
¢ 512-Node (8192-CPV) Cluster of SMPs

Green Destiny (2002)
¢ 240-CPV Bladed Beowulf Cluster

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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+ ="  Parallel Computing Platforms
Running the N-body Code

Machine Avalon | ASCI ASQI Gr‘egn
Beowulf | Red | White | Destiny
Year 1996 1996 2000 2002
Performance (Gflops) 18 600 2500 39
Area (f12) 120] 1600] 9920 6
Power (kW) 18 1200 2000 5
DRAM (GB) 36 585 6200 150
Disk (TB) 0.4 2.0 160.0 48
DRAM density (MB/f12) 300 366 625 25000
Disk density (GB/ft2) 3.3 1.3 16.1| 8000
Perf/Space (Mflops/ft?) 150 375 252 6500
Perf/Power (Mflops/watt) 1.0 0.5 1.3 7.5

Wu Feng

feng@lanl.gov

http://sss.lanl.gov

http://www.lanl.gov/radiant



COMPUTER & COMPUTATIONAL

w= _ Parallel Computing Platforms
" Running the N-body Code

Machine Avalon ASCI AS.CI Gr'egn
Beowulf | Red | White | Destiny

Year 1996 1996 2000 2002
Performance (Gflops) 18 600 2500 39
Area (f12) 120] 1600 9920 6
Power (kW) 18 1200 2000 5
DRAM (GB) 36 585 6200 150
Disk (TB) 0.4 2.0 160.0 4.8
DRAM density (MB/f12) 300 366 625 25000
Disk density (GB/ft2) 3.3 1.3 16.1 800.0
Perf/Space (Mflops/ft?) 150 375 252 6500
Perf/Power (Mflops/watt) 1.0 0.5 1.3 7.5

Wu Feng
feng@lanl.gov

http://www.lanl.gov/radiant
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=  Pardllel Computing Platforms
Running the N-body Code

* -

Machine Avalon ASCI AS.CI Gregn
Beowulf | Red | White | Destiny+
Year 1996 1996 2000 2002
Performance (Gflops) 18 600 2500 58
Area (ft2) 120 1600 9920 6
Power (kW) 18 1200 2000 5
DRAM (GB) 36 585 6200 150
Disk (TB) 0.4 2.0 160.0 48
DRAM density (MB/f12) 300 366 625 25000
Disk density (GB/f12) 3.3 1.3 16.1 800.0
Perf/Space (Mflops/ft2) 150 375 252 9667
Perf/Power (Mflops/watt) 1.0 0.5 1.3 11.6

Wu Feng

feng@lanl.gov

http://www.lanl.gov/radiant
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=~  Green Destiny vs. Earth
" Simulator: LINPACK

Machine Greg n .EGPTh
Destiny+ | Simulator
Year 2002 2002
LINPACK Performance (Gflops) 101 35,860
Area (ft2) 6| 17,222 * 2
Power (kW) 5 7,000
Cost efficiency ($/Mflop) 3.35 11.15
Perf/Space (Mflops/ft2) 16,833 1,041
Perf/Power (Mflops/watt) 20.20 5.13

Disclaimer: This is not a fair comparison. Why?
(1) Price and the use of area and power do not scale linearly.
(2) Goals of the two machines are different.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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Efficiency, Reliability, and
Availability for ...

Green Destiny

¢ Computational Efficiency
Relative o Space: Performance/Sq. Ft.
Up to 60x better.
Relative to Power: Performance/Watt
Up to 20x better.

¢ Reliability
MTBF: Mean Time Between Failures
"Infinite”

¢ Availability
Percentage of time that resources are available for HPC.
Nearly 100%.

ﬂ
Wu Feng http://www.lanl.gov/radiant
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Outline

¢

¢ The Evolution of Green Destiny
Architectural: Orion Multisystems DT-12
Software-Based: CAFfeine Supercomputer

Past, Present, and Future
Publications, Awards, Media, etc.
Conclusion
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i
http://www.orionmultisystems.com

LINPACK
Performance

¢ 16.97 Gflops
Footprint

¢ 3 sq. ft.

¢ 1cu. ft.
Power Consumption

¢ < 150 watts at load
How does this

compare with a
traditional desktop?

DESIGMED FOR THE INDIVIDIJAL

The Oviar DT-12 chuster workstatian & a fully mtegrated, complataly
salf<aptained, persansl workstation based on the best of today's
chigtar tschrckagies, Designed 19 be an affordsble individisl
remouros il capable of 36 Gllps pesk perfomarcs (18 Gllops
semtaine<) with modeh staring at undes §10k

The Owian DT-12 chuster workatafion provides aupercsm plber
perfarmarce for the ergireesing, scientifiz, financial and creatie
profemionals wha nesd 10 solve computationally  complex
prablems witheut waiting in the gqueus of the bedk-ream duster
FASTER SOFTWARE DEVELOFPMENT

The Orign DOT-12 chater workstation is the pedfect platfarm far
chevalapen writing (and deploying] clister softwans packages, It
comes with chister software develaprment tock pre-installed
incliuding Beraries and & paralsl comgiler that alove you 1o spresd
ane multiple-Ba compils 1@ all the nodes in the putem,  Alss
included s & suite of systern monitoring s management
saftware

ORION DT-12 DESKTOP CLUSTER WORKSTATION

MO ASSEMELY REQUIRED

Dvinn workstations are designed fram the ground up a8 a single
compites The ertive system boats with the push of & button and
has the srgoramics and ssme af me of 8 pamonal compines The
meadular, design allowe for Nexible configurations and scalsbiity by
atacking up 1o 4 syatenm as o 45 nods chistes

PRESERVE SOFTWARE INVESTMENTS

Drinn worketstions see built sraund industry stardards  Tor
chastering: 85 pracesors, Ethemet, the Linue spesating system and
atandard parallel programming ibranies, mcliding MPA, Py ared
S5E, Exmting Lewx chister applications rum withaut medification
FPERFORMAMNCE AMD FEATURES

The Cirion DT-12 s & duster of 12 sdd-compatible rodes linked by a
awitchad Gigabit Ethemet fabric, The chister aperates & a single
compites with a single an-off switch and & singls satem image
rapsid boot seguencs, which sllows the ertire sputem te koot in less
than A ascands

Th v OT-12 chaster woekstation i highly efficsent, canmiming a
i of 220 Vet of power under pesk kad—about the same
g &0 averange debiap PO It apenates gquisth, pligs s s stsndard
VIO 158 wall socket and fits unsbtnsiely an a desk ar lab bench

A

.

http://www.lanl.gov/radiant
http://sss.lanl.gov

Wu Feng

)
feng@lanl.gov o LOEA'GI"I'!D‘S

AL LABORATORY



UTER & COMPUTATIONAL
SCIENCES

Wu Feng
feng@lanl.gov

INCREASE YOUR PRODUCTIVITY

The Qfon D596 custer workstation i the highest pefsrmance
germrakpiapoe computing platiarm that can be plugged ina &
standard wall auilet and eperated in an office or laboratany

ermirGamEn

PRESERVE SOFTWARE INVESTMENTS

Drion workstatiors are buill around industry standarcs for
chustering: sBé proosssan, the Linue aperating system ard standard
pars al [aliaa [ Talia s =] librasies, in:;l.lﬂ"ln PR, BV and SGE, Yedur
waimling Linug clister soltware spplications =an mn withaur
i

i fation
MO ASSEMBLY REQUIRED

Crinn workstations are designed from the ground up a8 & single
comprier, The entive system boats with the push of 5 burtan and

l'ﬂ .I'ﬂ Elguﬁv'rits ancy saae Vr L U‘r a WWUFHI COmEaIlar
Merdalar, solid atate design allows for flexibls configurstions ared
scalability,

http://www.lanl.gov/radiant
http://sss.lanl.gov

ORION DS-96 DESKSIDE CLUSTER WORKSTATION

PERFORMAMCE AND FEATURES

The Onon 059 cluster workstation & a Bully integrated
:.':;ﬂlr_:|u'.l.4:.- aetl-cantained FPEIUR}"IGI warkatatian based on the best
of todays cimter techrologies snd commadity components
Designed 1o be an indiiduasl or deparmental resourcs, it s
capatls of 300 Gllops pesk pedarmance {150 Glops sustained)
The D696 & alss highly sfbcent, cormumireg 8 masimum of 1500
Watts of power ureder peak load, |t apesates quisth;, plugs nte a
standard 1100 1548 wall sacket, and fits unsbinaively beneath a
thesk ar lab banch

The D556 & & duster of %6 sBt-compatible nodes Bnked by an
integrated Gigabit Ethemet fabric. The duster operates s asingle
compites with a aingle on-ofl weitch, and & sagle-swtem-image
rapeid Bpat sscuence which allows the entie smmtem 1o boot in ks
than 2 minstes, The D595 comms with standand Linwe and drivess
pre-installed, nchiding an opfimized MP1 messsge-peesing ibrang
Alse nchuded B 8 suite of cluster saftware development 1oals,
atern monitaring and mataim management aafbsane

A
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saens - Software-Based Evolution of GD:
" Dynamic Voltage Scaling (DVS)
DVS Mechanism

¢ Trades CPU performance for power reduction by
allowing the CPU supply voltage and/or frequency to be
adjusted at run-time.

Why is DVS important?
¢ Recall: Moore's Law for Power.

¢ CPU power consumption is directly proportional to the
square of the supply voltage and to freguency.

DVS Algorithm

¢ Determines when to adjust the current frequency-
voltage setting and what the new frequency-voltage
setting should be.

Jﬁ
Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov ¢ LOS A"am
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5 siies Motivation for
Real-Time Constraint-Based DVS

Key Observation

¢ The execution time of many programs are insensitive
to the CPU speed change. e.g., NAS IS benchmark.

110

Performance degraded

Execution Time (%)

100

06 0.8 1 1.2 14 16 18 2 2.2
CPU speed (6Hz)

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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y 4 Approach to
Real-Time Constraint-Based DVS

Key Idea

¢ Applying DVS to these programs will result in
significant power and energy savings at a minimal
performance impact.

110
£d
Rl e [ . - : 2 GHz
i Performance ¢ —
= constraint i Energy-optimal
o i  DVS schedule
u>-<' 90 | ? | | |
0 20 40 60 80 100 120
Energy Usage(%) A
xl:lgglr:.\gll.gov hﬁp:i(f/nl:r’/.ss.ll.go g : LOJSA.'?I’“Q‘S
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7““““ Problem Formulation for
= Real-Time Constraint-Based DVS

Key Challenge

¢ Find a performance-constrained, energy-optimal DVS
schedule on a realistic processor in real time.

Previous Related Work Targeted at Embedded Systems ...
*® Pall?f

Paf’ [ assumes Va F]

Discretize V. Use continuous mapping function, e.g., ¥ = g(V), to get
discrete £, e.g., 512 MHz, 894 MHz. Solve as ILP (offline) problem.

Discretize V' and £, e.g., AMD frequency-voltage table.

¢ Simulation vs. Real Implementation

Problem with Simulation: Simplified Power Model
Does not account for leakage power.
Assumes zero-time switching overhead between (7, /) settings.
Assumes zero-time to construct a DVS schedule.
Does not assume realistic CPU support.

A
: ~

Wu Feng http://www.lanl.gov/radiant

feng@lanl.gov http://sss.lanl.gov ¢ LDSA.'EI’TIQS
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s Creating an
Energy-Optimal DVS Schedule

Solve the following constraint-based problem:

Ezmin{Zr?j*E.i: ZTLTEEd Z?‘i:l.. ?‘?EO}
7 i )

106
2 1 GHz
o | s
E
—
p=Ee [ SO S
= e 2 GHz
= D,
et . . <
o . .
x . : : _ .
w Optimal : : Non-optimal

100 : j

20 40 60
Energy Usage(%) A
Wu Feng http://www.lanl.gov/radiant ’l'-';')s Ala

feng@lanl.gov http://sss.lanl.gov e
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wics Theorem for
Real-Time Constraint-Based DVS

If the execution-time vs. energy curve is convex, then

the energy-optimal DVS schedule can be constructed
In constant ftime.

110
E=0 [N O -
- 2 GHz
: Performance ¢ —
= constraint Energy-optimal
s DVS schedule
™ 90 . i . . .
0 20 40 60 80 100 120
Energy Usage(%)

Wu Feng http://www.lanl.gov/radiant .
feng@lanl.gov http://sss.lanl.gov it
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= “" Emulating Frequencies for an
' Energy-Optimal DVS Schedule

E=~-Ej+(1—7)-Ej;q1 Where

d—"1T,
Jj+1
= and Tj+1 <d< Tj
Ty —Tyq

20 40 60
Energy Usage(%) P
: )
Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov “ !‘OEN?M
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Input: deadline d and performance model T'(f)

DVS Scheduling Algorithm

Output: deadline-constrained energy-optimal DVS schedule

Algorithm:

1. Figure out f; and f,.1.

T(fj4+1) <d<T(f;)
2. Compute the ratio ~.

d — Tj—l—l

1= 1j+1
3. Execute for v percent of time at f;

.r-«:r_-

4. Execute for 1 — ~ percent of time at fj+1.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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DVS Scheduling Algorithm

Many programs can be modeled as follows:

T(f) _ . fman

)

T(fmaz) — f

+ (1 -73)

To guarantee the execution-time vs. energy curve is
convex, the following theorem is useful:

Theorem. If the above performance model holds and
FH'_C]{'FE__}ﬁ-4~F§__FE J+,+ﬁ'Fh__Fm_1
fi—=07 fo—f1 7 fza—fo 7 T fa—Jfa-1

then
E> — FE Es — FE bEn—E,_
0> =2—=>2—2>...>" —nd
In =17 = 13 -1>% In —Th—1
Wu Feng http://www.lanl.gov/radiant

feng@lanl.gov http://sss.lanl.gov
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g’ Initia Experimental Results

e [ested on a mobile AMD Athlon XP system with 5 settings
e Measured through Yokogawa WT 210 digital power meter

e 3 € [0, 1] indicates performance sensitivity to changes in CPU
speed, with 1 being most sensitive.

program | 5 | T,/ Fye
swim || 0.02 | 1.02/0.46
tomcatv | 0.24 | 1.01/0.80
su2cor | 0.27 | 1.02/0.81
compress | 0.37 | 1.05/0.80
mgrid | 0.51 | 1.04/0.84
vortex  0.65 | 1.06/0.85
turb3d | 0.79 | 1.04/0.92
go | 1.00 | 1.05/0.93

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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CAFfeine Supercomputer

To debut by the end of the calendar year ...

¢ Imagine the results on the previous slide applied to a
high-end compute node.

Stay tuned ...

Wu Feng
feng@lanl.gov

http://www.lanl.gov/radiant
http://sss.lanl.gov
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Outline

Past, Present, and Future

Publications, Awards, Media, etc.

Conclusion

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov



MPiBLAST (http://mpiblast.lanl.gov)
&= Performance on Green Destiny

BLAST Run Time for 300-kB Query against nt

Nodes | Runtime (s) | Speedup over 1 node
1| 80774.93 1.00

4| 8751.97 9.23

8| 4547.83 17.76

16| 2436.60 33.15
32| 1349.92 59.84
64 850.75 94.95
128 473.79 170.49

The Bottom Line

mpiBLAST reduces search time from 1346 minutes
(or 22.4 hours) to under 8 minutes.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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g 2 SCIENCES PGST' Pr'esenT, C(nd FUTLII"Z
for Green Destiny

Application Codes

¢ Astrophysics: Galaxy formation and 3-D supernova
simulations

¢ Large-scale molecular dynamics
¢ mpiBLAST: Parallel genetic search tool

¢ LINPACK: A collection of subroutines that analyze and
solve linear equations and linear least-squares problems

System Reliability

# No unscheduled failures in 24 months despite the
absence of special infrastructure such as cooling.

Green Destiny R.I.P. and Re-Birth

¢ Dismantled, re-configured, and expanded to 360 nodes
in ten square feet. April 2004 - present.

A
Wu Feng http://www.lanl.gov/radiant
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Wu Feng

<= Publications

W. Feng and C. Hsu, "The Origin and Evolution of Green
Destiny," IEEE Cool Chips VII: An International Symposium
on Low-Power and High-Speed Chips, April 2004.

W. Feng, "Making a Case for Efficient Supercomputing,”
AM Queue, Oct. 2003. (Invited Paper)

W. Feng, "Green Destiny + mpiBLAST = Bioinfomagic,"” 10"
International Conference on Paralle!/ Computing (ParCo03),
Sept. 2003.

M. Warren, E. Weigle, and W. Feng, "High-Density
Computing: A 240-Processor Beowulf in One Cubic Meter,”
SC 2002, Nov. 2002.

W. Feng, M. Warren, and E. Weigle, "Honey, I Shrunk the
! n"

Beowulf!," International Conference on Paralle/ Processing,
Aug. 2002.

A
http://www.lanl.gov/radiant d L_C;)S Alamos
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= Awards

Green Destiny
¢ R&D 100 Award, Oct. 2003.

¢ .. and Its Evolving Parts

Innovative Supercomputer Architecture Award at the
2004 International Supercomputer Conference, where
the Top 500 Supercomputer List is announced every
June.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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"Green Destiny: A 'Cool’ 240-Node Supercomputer
in a Telephone Booth," BBC News, Aug. 2003.
“"Servers on the Edge: Blades Promise Efficiency
and Cost Savings," ¢IO Magazine, Mar. 2003.
"LANL Researchers Outfit the "Toyota Camry' of
Supercomputing for Bioinformatics Tasks,”"
BioInform / GenomeWeb, Feb. 2003.
"Developments to Watch: Innovations,”
BusinessWeek, Dec. 2002.

"Craig Venter Goes Shopping for Bioinformatics to
Fill His New Sequencing Center," GenomeWeb, Oct.
2002.

"Not Your Average Supercomputer,”
Communications of the ACM, Aug. 2002.

"At Los Alamos, Two Visions of Supercomputing,”
The New York Times, Jun. 25, 2002.
"Researchers Deliver Supercomputing in Smaller
Package," Yahoo! Finance, Jun. 2002.
"Supercomputing Coming to a Closet Near You?"
PCWorld.com, May 2002.

"Bell, Torvalds Usher Next Wave of
Supercomputing,” NN, May 2002.

Wu Feng http://www.lanl.gov/radiant
feng@lanl.gov http://sss.lanl.gov
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7 Conclusion

Efficiency, reliability, and availability will be tAe key
issues of this decade.

Performance Metrics for Green Destiny (circa 2002)
¢ Performance: 2x to 2.5x worse than fastest AMD/Intel.
¢ Price/Performance: 2x to 2.5x worse.

# Overall Efficiency (Total Price-Performance Ratio)
1.5x to 2.0x better. See ACM Queue, Oct. 2003.

¢ Power Efficiency (Perf/Power): 10x to 20x better.
¢ Space Efficiency (Perf/Space): 20x to 60x better.
¢ Reliability: “"Infinite"

¢ Availability: Nearly 100%.

A
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