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ABSTRACT

Leveraging the dominance of Ethernet in LANs and SONET/SDH in MANs and WANSs, we propose a service called
CHEETAH (Circuit-switched High-speed End-to-End Transport ArcHitecture). The service concept is to provide end
hosts with high-speed, end-to-end circuit connectivity on a call-by-call shared basis, where a “circuit” consists of Ethernet
segments at the ends that are mapped into Ethernet-over-SONET long-distance circuits. This paper focuses on the file-
transfer application for such circuits. For this application, the CHEETAH service is proposed as an add-on to the primary
Internet access service already in place for enterprise hosts. This allows an end host that is sending a file to first attempt
setting up an end-to-end Ethernet/EoS circuit, and if rejected, fall back to the TCP/IP path. If the circuit setup is success-
ful, the end host will enjoy a much shorter file-transfer delay than on the TCP/IP path. To determine the conditions under
which an end host with access to the CHEETAH service should attempt circuit setup, we analyze mean file-transfer delays
as a function of call blocking probability in the circuit-switched network, probability of packet loss in the IP network,
round-trip times, link rates, and so on.
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1. BACKGROUND AND PROBLEM STATEMENT

There is a growing interest in improving current protocols or developing new ones to increase the effective throughput
of file transfers on the Internet!"®. Of particular interest is the effective throughput of transfers of large files, e.g., terabyte
and petabyte (1015) sized files created in particle physics, earth observation, bioinformatics, radio astronomy, and other
scientific studies, for which current TCP has been shown to be inadequate’. One set of solutions calls for enhancing TCP
to improve end-to-end throughput, thus limiting upgrades to the end hosts. Such improvements can be made via conges-
tion control’>* and/or flow control>~’. A second set of solutions requires upgrades to routers within the Internet. For exam-
ple, Mathis® proposes the use of larger Maximum Transmission Unit (MTU) to improve end-to-end throughput. Given
that the Internet is a global network of IP routers that interconnects different types of networks, as illustrated in Fig. 1, to
improve file-transfer performance between any two hosts connected via the Internet, research work must focus on enhanc-
ing TCP and/or IP, as is currently being done in these first two sets of solutions>%,

However, noting that file-transfer performance can be improved on intra-network paths by using protocols that are bet-
ter tuned for that network, we propose a third set of solutions in which intra-network paths are used whenever possible.
For example, in Fig. 1 we show that by connecting second NICs of Ethernet hosts via a wide-area Ethernet-over-SONET
circuit, we can create a direct, high-speed, end-to-end circuit and achieve low file-transfer delays. Clearly this solution has
limited applicability when compared to the first two sets of solutions. However, if a given network has a large coverage
area, this solution will be useful in many transfers. Current-day SONET/SDH/WDM circuit-switched networks of differ-
ent service providers are largely isolated, but as standards evolve, these can be interconnected directly to achieve larger
coverage areas. A few research optical networks such as the Canarie network!? extends coast-to-coast across Canada.

The problem statement of this work is as follows: Define a set of mechanisms to realize fast file transfers on intra-net-
work paths through shared, high-speed, optical circuit-switched networks. This is not a pure academic exercise. A few
recent technological advances have made implementation of this concept quite feasible. These advances include (i)
deployment of optical fiber to enterprises, (ii) deployment of Multi-Service Provisioning Platforms (MSPPs) in enter-
prises, and (iii) the inclusion of Ethernet over SONET (EoS) capabilities in MSPPs.

MSPPs are currently used to integrate T1s from PBXs carrying voice traffic and T1s/T3s from WAN-access IP routers
carrying data traffic on to the same SONET link; hence the term “multi-service.” In addition, Ethernet frames can be car-
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Figure 1:Current architecture: IP routers interconnect different types of networks. Some enterprises have MSPPs.
CHEETAH enables direct Ethernet/EoS circuits between hosts (see dashed lines and text in italics); File
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ried within SONET frames using Ethernet-over-SONET (EoS) techniques, such as Generic Framing Procedure (GF P)ll,
which defines a method to encapsulate Ethernet frames within SONET frames, and Virtual Concatenation!? to allow for
arbitrary-bandwidth SONET signals to be created. An example MSPP architecture is shown in Fig. 213, Nodes within an
enterprise are connected to interface cards, such as Ethernet (10Mbps/100Mbps), T1, T3, Gb/s Ethernet, etc. The XC
(Cross-connect) card is used to cross-connect signals from incoming ports to outgoing ports. The control card typically
has a processor and implements software to carry out functions such as setting up and releasing cross-connections through
the MSPP. Some MSPP control cards implement the latest signaling protocol standards, such as the Optical Internetwork-
ing Forum (OIF) User Network Interface (UNI)14 specification based on the IETF Generalized MultiProtocol Label
Switching (GMPLS) speciﬁcationls. Communication with the control card is through its own control-plane Ethernet
interface as shown in Fig. 2. The WAN access link card has a high-rate SONET, SDH and/or WDM interface. Typically,
Ethernet, T1, T3 signals from the interface cards connected to nodes within the enterprise are cross-connected through the
XC card to equivalent-level signals on the WAN SONET link. We described our proposed CHEETAH service, which is
based on using these MSPPs.



2. PROPOSED CHEETAH SERVICE AND ITS APPLICATION TO FILE TRANSFERS

Our solution calls for equipping end hosts with second (high-speed) Ethernet NICs and connecting these NICs directly
to MSPPs, as illustrated in Fig. 1. MSPPs are then interconnected across wide-area networks using EoS circuits. The cir-
cuits are established and released dynamically using signaling protocols. Section 2.1 describes the equipment needed to
support the CHEETAH service.

Since the CHEETAH service can only be used for communication between end hosts located on an optical circuit-
switched network, a host requires some support to first determine whether its correspondent end host (the end host with
which it is communicating) is reachable via an end-to-end Ethernet/EoS circuit. In Section 2.2, we describe a support ser-
vice for this purpose called “Optical Connectivity Service (OCS).”

Next, we consider the question of how to use the CHEETAH service for file-transfer applications. File-transfer sessions
require the exchange of many back-and-forth messages in addition to the actual file transfer. We propose using a TCP con-
nection via the primary Internet path for such short exchanges, and limiting the use of end-to-end Ethernet/EoS circuits for
the actual file transfers. To achieve high utilization of the circuit-switched network, we propose (i) setting up the end-to-
end high-speed Ethernet/EoS circuit just prior to the actual transfer and releasing it immediately after the file transfer, (ii)
operating the circuit-switched network in call blocking mode, (iii) using circuits only for certain transfers, and (iv) using a
unidirectional EoS circuit from the server to the client (since this is the primary direction of data flow).

The implication of holding circuits only for the duration of file transfers is that call holding times can be quite small.
For example, a 1MB transfer on a 100Mbps link incurs a transmission delay of only 80ms. This means call setup delays
should be kept low and call handling capacities of switches should be high. Therefore, we recommend a hardware-accel-
erated implementation of signaling protocols at MSPPs, Add/Drop Multiplexers (ADMs), crossconnects and other optical
circuit switches. Section 2.3 describes our current work on hardware-accelerated signaling implementations.

Circuit-switched networks can be operated in call blocking mode or call queueing mode. Given that our proposal for
CHEETAH is as an add-on service to basic Internet connectivity, we can afford to run the circuit-switched network in the
simpler call blocking mode. In this mode, if an end host’s call setup request for an Ethernet/EoS circuit is blocked, it can
fall back to the TCP/IP path (see Fig. 1 for an example of the two paths available to end hosts equipped for CHEETAH
service). We recognize that it is not appropriate to attempt a circuit setup for all transfers. For example if a file is small
(order of a few KB), the total delay incurred in attempting a circuit setup and then transferring the file could be larger than
the delay incurred in directly using the TCP/IP path. Thus, a “routing decision” needs to be made at end hosts with access
to CHEETAH. Section 2.4 analyzes metrics that impact this routing decision.

Finally, we consider the question of transport protocols for end-to-end Ethernet/EoS circuits. We found a transport pro-
tocol called Scheduled Transfer (ST), an ANSI standard!®, which is ideally suited for end-to-end Ethernet/EoS circuits.
Section 2.5 describes our data-transport approach.

The presence of the fallback TCP/IP path is a key ingredient of the CHEETAH service. It enables operation of the cir-
cuit-switched network at a high utilization by allowing the circuit-switched network to be run at a high call-blocking rate
(at least initially when the number of subscribers is small). It also allows for an “all-or-nothing” full-bandwidth allocation
approach in which the circuit-switched network either allocates the maximum bandwidth requested by an end host (lim-
ited by the host’s NIC speed or processing limits) or rejects the call. This would not have been possible in a pure circuit-
switched network because of fairness considerations. The implication is that the resulting performance will be equivalent
to the best scenario possible had the second NIC fed into a packet-switched network instead of a circuit-switched network.
2.1 Equipment

1. Due to the “add-on” characteristic of the CHEETAH service, hosts that want access to this service should be equipped

with second Ethernet NICs that are connected “directly” to the MSPP Ethernet cards as shown in Fig. 1.

2. Some of the MSPPs and SONET/SDH/WDM switches (crossconnects, ADMs) should be enhanced with signaling
protocol engines to handle dynamic call setup and release. Circuits can be provisioned between nodes that do not have
signaling capability. Adding signaling engines to MSPPs allows for concentration on access links from enterprises.

3. Application software in end hosts should be upgraded to interface with the CHEETAH service.
2.2 Optical Connectivity Service (OCS)
A support service called the “Optical Connectivity Service (OCS)” is proposed to provide end hosts a mechanism to

determine whether or not their correspondent end hosts have access to the CHEETAH service. OCS can be implemented
much like the Domain Name Service (DNS) with enterprises and service provider networks maintaining servers with



information on end hosts that have access to the CHEETAH service. These servers would answer queries from end hosts
in much the same manner as DNS servers answer queries for IP addresses and other information. With caching, the delay
incurred in this step can be reduced.
2.3 Hardware acceleration of signaling protocol implementations

Accelerating signaling protocol processing engines is a challenging task. Our work-to-date on this task has been to
implement our own signaling protocol in hardware!”. We designed the signaling protocol specifically for SONET net-
works with a goal of achieving high performance rather than flexibility. We implemented the basic and frequently used
operations in Field Programmable Gate Arrays (FPGAs), and relegated the complex and infrequently used operations
(e.g., processing of optional parameters and error handling) to software. We modeled the signaling protocol in VHDL and
then mapped it onto two FPGAs on the WILDFORCE™ reconfigurable board with a Xilinx® XC4036XLA FPGA with
62% resource utilization and a XC4013XLA with 8% resource utilization. The hardware implementation handles four
messages: Setup, Setup-success, Release and Release-confirm. From the timing simulations, done using the ModelSim®
simulator, call setup message processing consumes between 77-101 clock cycles. Assuming a 25 MHz clock, this trans-
lates into 3.08-4 u s. Compare this with the millisecond-based software implementations of signaling protocolslg.
2.4 Routing decision

In this section, we study the impact of various parameters on the routing decision of whether or not to attempt setting up
an Ethernet/EoS circuit.
2.4.1 File-transfer delay models

Let E[T,,,.;qa5] e the mean delay incurred if an Ethernet/EoS circuit setup is attempted prior to the file transfer.

E[Tcheetah] = (1 7Pb)(E[Tsetup] + Ttransfer) + Pb(E[Tfail] + E[thp]) (1)

where P, is the call blocking probability on the optical circuit-switched network, E[T,,,, ] is the mean call-setup delay
of a successful circuit setup, T5,,, sfer is the time to transfer the file on the Ethernet/Eoé7 circuit, E[7,,;;] is the mean
delay incurred in a failed call setup attempt, and E[T, Cp] is the mean delay incurred in sending the file on the TCP/IP
path. If the call is not blocked, mean delay experienced is (E[T emp] + T an sfer) , but if it is blocked, then after incurring
acost E[T, fai 11, the end host has to use the TCP/IP path and hence will incur the E[T, Cp] delay. Comparing E[T,, p] , the
delay incurred if a circuit setup is not attempted, with E[T;,.,,,], the delay incurred if a circuit setup is attempted, and

approximating E[T fai ;] to be equal to E[T,,,, 1, results in:

etup
. E[Tsetug] .
if P, > (E[T, Cp] ~Tpran sfer)) resort directly to the TCP/IP path
2
. E[Tsetue] . .
if ( TP, < (E[thp] - Ttmnsfer)) attempt circuit setup
Next, we obtain expressions for E[thp] R E[Tsemp] and Ttmnsfer. E[thp] is obtained using the models of 19'20,

which captures the time spent in slow start E[ T ], the expected cost of a recovery following the first loss E[7), ], the
time spent in congestion avoidance E[T,,], and the time to delay the ACK for the initial segment E[T ayac -

E[Tlcp] = E[Tss] +E[Tloss] +E[Tca] +E[Tdelayack] (3)

The first three terms on the right hand side of (3) are derived as closed-form expressions in [19], as functions of three
key parameters: packet loss rate P, ., round-trip time RT7, and bottleneck link rate r. We set the final term
E[T,, ayac ] to 0 because we assume a starting initial window size of 221" and the ACK-every-other-segment strategy.
We do not include TCP connection-setup time assuming that the connection is already open (because a TCP connection
needs to be opened first for sending information such as the file name/location). We assume that all file transfers start in
the slow start phase because the congestion window resets to a restart window size (2 segments) whenever the session is
idle for more than one retransmission timeout?!".

E[T, emp] includes mean signaling message transmission delays, mean call processing delays (to process signaling
protocol messages), and a round-trip propagation delay:
mg; Pyi p
E[T = =¥ (1+—“8— k+1)+T (1+—SL) k+T 4
[ setup] Fs g 2(1- Psig x( ) p 2(1- psp) * prop @

where mg; 2 is the cumulative size of signaling messages used in call setup, 7, is the signaling link rate, k is the number



of switches on the end-to-end path, T sp is the signaling message processing time incurred at each switch, and T pro is
the round-trip propagation delay. We approximate the queueing delay for the signaling link with an M/D/1 queue at a ﬁ)ad

Psig and the queueing delay for the call processor also with an M/D/1 queue* ataload p sp
T, 0n sfer is the actual file-transfer delay:
_ [ Dorop
Ttransfer T + 2 )
c

where f is the size of the file being transferred and r,, is the data rate of the circuit. We have not included retransmission
delays here because on Ethernet/EoS circuits, retransmissions are only required when random bit errors affect a block of
data, and these types of errors also impact delays on the TCP/IP path. Including this delay would in fact favor using the
Ethernet/EoS circuit. This is because bit errors on the TCP/IP path would be misinterpreted as packet losses caused by
congestion leading to a reduction in the sending rate.

2.4.2 Numerical results for transfer delays of “large” files
Input parameter values assumed for the numerical computation are shown in Table 1. We assume four values for P, .,
two values for the bottleneck link rate 7, and three values of the round-trip propagation delay T, to create a total of 24

op
cases. RTT is computed from T’ p and a rough estimate of queueing plus service delay at the bottleneck link. We derive

rop
Table 1: Input parameters plus the time to transfer a 1GB file and a 1TB file

Input parameters Intermediate derived results Final results
Round-
Case Loss trip prop. Queuing RTT w E[T,¢p] for E[T, ] for
P,, |Rar | delay | delaypls o0 (pl'zt‘”‘ a 1GB file ol
T service time s) ) a ile
prop

Case 1 0.0001 100 0.1ms 0.2ms 0.3 2.5 82.25 22.9 hours
Case 2 Mb/s 5ms 5.2 41 89.45 1 day and 1.3 hours
Case 3 50ms 50.2 418 396.5 4 days and 15.3 hours
Case 4 0.0001 1Gbps | 0.1ms 0.02ms 0.12 10 8.25 2.3 hours
Case 5 Sms 5.02 418 39.6 11.1 hours
Case 6 50ms 50.02 4168 395.7 4 days and 14.9 hours
Case 7 0.001 100 0.1ms 0.26ms 0.36 3 82.93 22.9 hours
Case 8 Mbps Sms 5.26 438 135.4 1 day and 0.1 hour
Case 9 50ms 50.26 418.8 1293 4 days and 15.4 hours
Case 10 0.001 1Gbps | 0.1ms 0.026ms 0.13 10.8 8.64 2.3 hours
Case 11 5ms 5.03 419 129.4 11.1 hours
Case 12 50ms 50.03 4169 1287 4 days and 14.9 hours
Case 13 0.01 100 0.1ms 0.38ms 0.48 4 92.41 22.9 hours
Case 14 Mbps Sms 5.38 448 471.7 1 day and 0.2 hours
Case 15 50ms 50.38 419.8 4417 4 days and 15.7 hours
Case 16 0.01 1Gbps | 0.1ms 0.038ms 0.138 11.5 12.43 2.3 hours
Case 17 5ms 5.038 419.8 441.7 11.2 hours
Case 18 50ms 50.04 4169.8 | 4387 4 days and 14.9hours
Case 19 0.1 100 0.1ms 0.68ms 0.78 6.5 283.56 22.9 hours
Case 20 Mbps Sms 5.68 47.33 2064.9 1 day and 0.3 hours
Case 21 50ms 50.68 422.33 18424 4 days and 16.3 hours
Case 22 0.1 1Gbps | 0.1ms 0.068ms 0.168 14 61.07 2.3 hours
Case 23 5ms 5.068 422.33 1842.4 11.2 hours
Case 24 50ms 50.07 4172.3 18202 4 days and 15 hours

*M/D/1 queueing models are quite accurate since inter-arrival times between file transfers have been shown to be exponentially
distributed??, and signaling message lengths and call processing delays are more-or-less constant.



this estimate by determining the load at which an M/D/1/k system* will experience the assumed P,
cases, we set W, to the delay-bandwidth product, i.e., W, . = RTT xr.

Using the input parameters shown in Table 1, we compute E[7, ] given by (3) for a 1GB file and 1TB file and list the
values in the last two columns of Table 1. The round-trip propagatlon delay 7, , has a significant impact on total file-
transfer delay. For example, for a 1GB file transfer, increasing T, from 5Sms to 50ms results in a considerable increase
in E[T, ] e.g., from 89.45s to 396.5s. Also, at large values of tﬁe round-trip propagation delay 7. (50ms), for a
given Pl oss » there is not much benefit gained from increasing the bottleneck link rate from 100Mbps to 1Gbps. Com-
pare 396.5s for a 100Mbps link with the 395.7s number using a 1Gbps link for the 1GB file transfer. Increasing the bottle-
neck link rate has value when propagation delay is small. The higher the rate, the smaller the propagation delay at which
this benefit can be seen. Loss probability P; _ also plays an important role. Even in a low propagation delay environ-
ment (7 rop of 0.1ms), E[ tcp] jumps from 82.25s to 283.56s for the 1GB file transfer when P,
0.0001 to 0.1.

Compare E[7,,,] for a 1GB file transfer from Table 1 with delays incurred on a successfully established end-to-end
circuit. The delay on a circuit, E[T etup] T, n sfer> is 80.08sec when the link rate is 100Mbps and 8.08sec when the
11nk rate is 1Gbps. These numbers are obtained assuming m;, = 100B, r, = 10Mbps, p sig 0.8,

= 4us (see Section 2.3), T, = 50ms, and k, the number sw1tches on the end-to-end path, set to 20. '11171e major
component of these values is 7', . fer E[T emp] is only 55.3ms. In other words, in wide-area networks or in lossy envi-
ronments, the reduction in file-transfer delay using an Ethernet/EoS circuit is significant.

Compare the file-transfer delays for a 1TB file shown in Table 1 with delays on an end-to-end high-speed Ethernet/EoS
circuit. For example, with a 1Gbps Ethernet/EoS circuit, a 1TB file will take about 2.2 hours, which is comparable to the
TCP/IP path numbers for the low propagation delay environment when 7, is 0.1ms, but significantly less than the
TCP/IP path numbers when 7, is 5 or 50ms. The bulk of the 2.2 hours number is the file transfer time 7, . isfer >
E[T,, tup ] is in the order of ms as shown above. This is not a surprising result because the delay for the end-to-end circuit
is pos51b1e only if the call is not blocked. Once a circuit is set up there is no reduction in delay due to competition from
other users.
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To take into account blocking probability, we next plot (2), the basis for the routing decision, in Fig. 3 and Fig. 4 for the

100Mbps and 1Gbps link rates, respectively. For the three horizontal lines on which P, values are listed, the y-axis is the
left-hand side of (2), i.e., E[T etup 17(1—P,) . For the remaining three lines, which are marked “Difference” with P, _
values, the y-axis is the right- hand side of (2), i.e., E[T, ] -T In Fig. 3, when the link rate is 100Mbps for the

transfer

entire file range (SMB, 1GB), an Ethernet/EoS circuit should be attempted if P, and P,  have the values shown. This is

*While packet transmission (service) time is more-or-less deterministic because of MTU restrictions, the packet arrival process at a
buffer feeding the bottleneck link is known not to be a Poisson process>2. However we use this approximate model to obtain a rough
estimate of queucing plus service delay.
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because (E[ semp]) /(1-Pp) is always less than the difference term E[ ch] tmnfser (see (2)).

However, when the bottleneck link rate increases to 1Gbps (Fig. 4), while we see a similar pattern when 7, is 50ms
(WAN environments), in a lower-propagation delay environment (Fig. 4(2) in which T =0.1ms), we see that there are
crossover file sizes below which an end host should resort directly to the TCP/IP path ané) above which it should attempt
an Ethernet/EoS circuit setup. These crossover file sizes are listed in Table 2.

Table 2: Crossover file sizes in the [SMB, 1GB] range when r = 1Gbps, T, Drop = 0.1ms, k = 20

Measure of loading on

ckt. sw. = = =
network P, = 0.01 P, =01 P, =03
TCP/IP path

P, = 0.0001 22MB 24MB 30MB
P, = 0.001 9MB 10MB 12MB
P = 0.01 <5MB <5MB <5MB

In summary, in the current-day Internet, where bottleneck link rates are in the order of Mbps for enterprise users, it is
worthwhile attempting a circuit setup for files SMB and over in most MAN and WAN environments (7, op of 0.1ms,
5ms, 50ms). This holds true even as rates increase to 100Mbps. But as links become upgraded to the Gbps range, such cir-
cuit attempts should be made mainly in wide-area environments or for larger files.

2.4.3 Numerical results for transfer delays of “small” files

Even though our motivation for this work comes from high-end scientific applications with very large files, we wanted
to understand whether the CHEETAH service could be used for smaller files. Fig. 5 and Fig. 6 plot (2) for smaller files
(100KB to SMB). Unlike larger files, where we studied the impact of link rate, here we study the impact of the number of
switches on the end-to-end path keeping the link rate at 100Mbps. Fig. 5 plots the results for the case when the numbers of
switches on the end-to-end path % is 4 and Fig. 6 plots the £ = 20 case.

Our first observation is that in wide-area network scenarios shown in Fig. 5(b) and Fig. 6(b), for the entire file range
(100KB, SMB), an Ethernet/EoS circuit should be attempted if P, and P,  have the values shown in these plots. This is
because the difference term E[ ch] Tmmfser is always greater than (E[ semp]) (1=Py).

For lower propagation-delay environments, e.g., 7 rop is 0.1ms, in Fig. 5(a) and Fig. 6(a), we see crossover file sizes
below which an end host should resort directly to the TCP/IP path and above which it should attempt an Ethernet/EoS cir-
cuit setup. These crossover file sizes are listed in Table 3. The number of switches on the end-to-end path & has little

impact on the total transfer times, but it does affect E[7 emp] especially when T p rop is 0.1ms. As a result, crossover file
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Table 3: Crossover file sizes in the (100Kb, SMB) range when » = 100Mbps and Tpmp = 0.1ms
Measure of loading on Number of switches on the path £ = 4 Number of switches on the path £ = 20
ckt. sw.
network P, = 0.01 Py, =0.1 P, =03 P, = 0.01 Py, =0.1 P, =03
TCP/IP path
P, . = 0.0001 610KB 640KB 840KB 2.4MB 2.65MB 3.4MB
P, = 0.001 490KB 550KB 730KB 2MB 2.2MB 2.8MB
P, = 0.01 120KB 140KB 180KB 500KB 550KB 650KB

sizes in Fig. 6(a) are much larger than those in Fig. 5(a), as seen in Table 3.

The conclusions we draw from this user file-transfer delay analysis is that a circuit setup should be attempted if T’ pro
is 50ms for files 100KB or larger for 100Mbps links. In low propagation-delay environments, it depends upon the file
size. For “large” files, a circuit setup should be attempted. The size at which a file is considered “large” depends upon the
bottleneck link rate and the loading conditions on the two paths, the TCP/IP path and the circuit-switched network path.



2.4.4 Optical circuit-switched network utilization considerations

While file-transfer delay is an important user measure for making the routing decision of whether or not to attempt a
circuit setup, service provider measures such as utilization should also be considered since utilization ultimately does
impact users through prices charged. Total network utilization has two components: aggregate network utilization u, and
per-circuit utilization u,, which are given by:

(1-Py)xp p"
Ug = —— —> where P, = —~ (Erlang-B formula), (6)
3 ok
k=0
E[Ttransfer] E[X]
u , where E[T = , 7
¢ E[ setup] +E[ Ttransfer] [ tranSfer] Te ( )

p is the offered traffic load, m is the number of circuits, E[X] is the average file size, and r, is the circuit rate.

Restricting transfers on the circuit-switched network to files larger than some crossover file size, i, we can compute
the fractional offered load p' and the average file size E[X|(X > y)] if we know the distribution of file sizes. Reference??
suggests a Pareto distribution for file sizes. Using this distribution, we compute the fractional offered load p' as

O - o5

where o, the shape parameter, is 1.06 and k&, the scale parameter, is 1000 bytes as computed in?3, and p is the total
offered load. We note that the offered load decreases as y increases, which means aggregate utilization u, decreases for
a given P, . However, as y increases, per-circuit utilization u, increases.

_ pla—
ak

p' T K X)P(X 2E[X[(X2y)] (®)

Combining the two components of utilization, we obtain total utilization u as:

_UPyxp  (EXKEDD o
m ElT,epy] + (ELXIX= ) /7,
We plot the total utilization » in Fig. 7 for different call blocking probabilities P, , different values of p and T prop” As

crossover file size x is increased, the plots show utilization increasing because of the second factor, i.e., the per-circuit
utilization increases. However, the drop in the offered load and the corresponding drop in the aggregate utilization slows
the increase of the total utilization, making it stable at some value below 1 or even dropping it slightly. In these plots, to
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keep P, constant as y, is increased, we compute m for each value of y , using the second equation of (6). The “zigzag”
pattern of the plots occurs because m has to be an integer.

From our file-transfer delay analysis, we did not have a crossover file size when T’ Drop is large (e.g., S0ms), but from
the utilization analysis here we see the need to place a lower bound. Without such a lower bound, per-circuit utilization
can be poor. For example, for a 100KB file transfer on a 100Mbps circuit with 4 switches on the end-to-end path, we need
50.158ms setup time and 8ms total transfer time. As a result, the per-circuit utilization is only 13.7%, which is why the
50ms plots are at a lower utilization than the 0.1ms plots in Fig. 7.

Another observation is that high utilizations are possible by operating the network at a high call blocking probability
(30%). For example, with p=50 and T » =0.1ms, with a blocking probability of 30%, we can achieve a 90% utilization
at the crossover file size of 150KB, while at a low blocking probability (1%), we can only achieve a 73% utilization for
the same crossover file size (150KB). Thus, when the CHEETAH service is first introduced, the initial number of end
hosts equipped with second NICs and enterprises equipped with MSPPs will be small. The network can be operated at a
high utilization and high call-blocking probability with many file transfers resorting to the TCP/IP path upon rejection
from the optical network. But with growth in the number of CHEETAH service participants (as p increases), lower call-
blocking probabilities can be achieved while maintaining high utilization.

These plots have been generated assuming all calls are of the long-distance variety (T oro is 50ms) or all calls are in
small propagation-delay environments (7’ J is 0.1ms). In reality, different file transfers wi1117 experience different round-
trip propagation delays. This means the routing decision algorithm should have different crossover file sizes for different
end-to-end paths.

2.4.5 Implementation of routing decision algorithm

The routing decision algorithm implemented at an end host could use dynamically obtained values of RTTs, P, P, .,
and link rate. However, such as a dynamic algorithm could be complex. While RTT measurements can be made during the
TCP connection establishment handshake, other parameters are harder to estimate. Tomography experiments have shown
that P, . can be estimated by end hosts?*. Other options are to have network management stations track these values and
respond to queries from end hosts. Since the benefit of using Ethernet/EoS circuits may not be significant for small file
sizes, we need to carefully study the value of introducing this complexity. Alternatively, we could define static values for
RTT and crossover file size based on nominal operating conditions of the two networks and simplify the routing decision
algorithm implemented at end hosts. This needs experimental study.

Another question is whether the CHEETAH service should be implemented from IP router to router rather than end-to-
end. We note the routing decision on whether or not to attempt an Ethernet/EoS circuit is difficult to make within an IP
router. This is because it is hard to extract information on the file size and RTT at a router that supports many flows, and
both these parameters are important in making this decision. Other attempts have been made in the past to perform flow
classification within routers and then trigger cut-through connections between routers>>. Given the difficulties with these
solutions, we realize that the routing decision is best made at the end hosts where it is easier to determine these parame-
ters, and hence propose CHEETAH as an end-to-end service.

2.5 Transport protocol used over the Ethernet/EoS circuit

In this section, we consider the question of what transport protocol to use on these end-to-end high-speed Ethernet/EoS
circuits. TCP is a poor choice for dedicated end-to-end circuits because of its slow start and congestion avoidance algo-
rithms. Also, TCP’s window-based flow control and positive-ACK based error control scheme are not well suited for ded-
icated end-to-end circuits. Hence we considered a number of other transport protocols, some high-speed transport
protocols such as”®?7 and some OS bypass protocolszs'30. Of these, we selected the Scheduled Transfer (ST) protocol,
which is an ANSI standard'®, and is ideally suited for end-to-end circuits carrying Ethernet frames.

ST provides sufficient hooks to allow for a high-speed, OS-bypass implementation, a feature that is necessary to
achieve true high-speed end-to-end throughput. It does this by having the sender specify a receiver memory address in the
data block header, which causes the receiving NIC to simply write the received payload using Direct Memory Access
(DMA) into the specified memory location. This results in a low end-host transport layer delay. ST offers flexibility in its
flow control and error control schemes. For flow control, we propose using a rate control approach in which the circuit
rate is selected to taking into account the rate at which the receiving application can process received data from memory.
An alternative is to have the receiver allocate a large-enough buffer space for the entire file prior to the start of the transfer.
This solution however limits the maximum size of files that can be transferred, which may anyway be necessary from a
network circuit-sharing perspective. This means we limit file sizes to a Maximum File Transfer Size (MFTS) per session.
For error control, we propose using ST’s support for negative acknowledgments (NAKSs) given that data blocks will be



delivered in sequence on the Ethernet/EoS circuit. Missing/errored blocks resulting from bit errors will need to be retrans-
mitted. ST supports the selective repeat approach.

At the start of Section 2, we stated that the EoS circuit set up for the file transfer would be a unidirectional circuit (for
utilization reasons). However, this raises the question of how to transport reverse-path control messages, such as NAKs
and any ST-related control messages. For example ST requires a control message exchange to send the address of the
receiver buffer to the sender prior to the actual data transfer. If the EoS circuit is used for this exchange, utilization will
suffer. Hence we propose using a dual TCP connection set up via the IP path (through the primary NIC) for such
exchanges. In other words, our transport solution is a combination of TCP on the IP path in conjunction with ST on the
Ethernet/EoS circuit for the data transfer.

We also considered using the TCP connection for retransmissions. However, a simple back-of-the-envelope calculation
suggests that the delay consequences of such a decision could be large. For example, consider a 1 TB file transfer. With a
block size of 100KB, and an effective Bit Error Rate (BER)* of 10°° , possibly 80000 out of the total 10M blocks may
need retransmission. Since this is equivalent to 8 GB, which is a large file in itself, we recommend using the end-to-end
Ethernet/EoS circuit for retransmissions. However, when the final block is sent, the server should immediately release the
circuit in order to avoid having the circuit lie idle while waiting for the transmission-ending positive ACK (in a NAK-
based retransmission scheme, a final positive ACK is required as assurance to the server that the file has been successfully
delivered). Any retransmissions required for the final few blocks will be sent on the TCP/IP path.

3. CONCLUSIONS

We propose improving delay performance of file transfers by using intra-network paths where possible. Specifically,
we propose a service called CHEETAH in which pairs of end hosts are connected on a call-by-call basis via high-speed
end-to-end Ethernet/EoS circuits. This is feasible today given the deployment of fiber to enterprises, MSPPs in enterprises
and EoS technologies within these MSPPs. Seeking to achieve high utilizations, we propose setting up unidirectional EoS
circuits and only holding circuits for the duration of the actual file transfers. The CHEETAH service is proposed as an
add-on to basic Internet access service. The latter allows for the optical circuit-switched network to be operated in call
blocking mode such that if the circuit setup is blocked an end host can fall back to the TCP/IP path. If the circuit setup is
successful, there is a huge advantage in total delay especially in wide-area environments. For example, a 1TB file requires
on 2.2 hours on a 1Gbps end-to-end circuit but could take more than 4 days on a TCP/IP path in a WAN environment. We
analyzed the conditions under which a circuit setup should be attempted. For WAN environments and large files, it is clear
that a circuit setup should be attempted. We also found that for medium-sized files (MBs), it is worthwhile making this
attempt in WAN environments. In lower propagation-delay environments, if bottleneck link rates are in the order of
100Mbyps, for files larger than 3.5MB, it becomes worthwhile attempting a circuit setup. For higher link rates (1Gbps), or
smaller files, one should consider the loading conditions on the two paths, probability of packet loss on the TCP/IP path
and call blocking probability through the circuit-switched network, before deciding whether or not to attempt the circuit
setup.
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