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Related Efforts

Solver Frameworks
OpenFOAM [1]

Pros: Support for useful pre- and post-processing (mesh
generation and visualization); many solvers for many domains

Cons: No internal accelerator support; framework-centric
development; cumbersome APl and ‘case” construction

PARALUTION [2]

Pros: Many mafrix storage formats; many solvers; many
preconditioners; support for OpenMP, CUDA, and OpenCL on
CPUs/GPUs and MIC; plugins for Fortran and OpenFOAM

Cons: Framework-centric development; interop. with existing
code low; no MPI support (yet), asynchronous operations only

of Parallel Computing

INfroduction

-Heterogeneity is becoming a fact of life
in HPC, largely driven by demands for
increased parallelism and power efficiency
over what traditional CPUs can provide.

herefore, a single API for fransparently
execufing opfimized code on
accelerators with minimal infervention
'S needed for scientific productivity.

Refrofitting existing codes for
heferogeneity Is fedious and error-prone,
architfecture experts are in short supply,
and accelerafors are moving targets.

-However, exfracting the full
performance of heferogeneous
systems Is non-ftrivial and
requires archifecture experfise.

|-

Fortran Compafibility

Verbose pass-by-reference C AP,
usable with ISO_C_BINDINGS

Plugins

psath@ubuntunaut: - =
Fil
psa FOSR_MODE=0penCL OSR_TIMER_LEVEL=2 ./red_test 128 128 128 1 8 8 8 0

} If compiled in, all kernels
and transfers are

Purpose-built to provide single AP
fO accelerated kernels for
current and future devices

e

Design
‘Make-your-own’ library from
modular building blocks

Fortran 2003 wrapper to verbose AP
provides simplified, unified calling

dentified in the system:

Runfime confrol over

Include only needed plugins timed behind the convention for supported real and |
and backends Cortran backends, plugins. scenes automatically nteger fypes on CUDA; lack of non-destructive copy to/from C arrays
and accelerator ' '
2003 AP | , Ervronment Vaiae |\ ¢ g Solver Libraries
device selection controls verbosity eaTy, 50 o TS MAGMA [3]
o control variables work equivalently Pros: Full BLAS and LAPACK support for CUDA, OpenCL, and
ﬁ s \ﬁ ﬁ ﬁ B e | MP' MIC; support for several factorizations and eigenvalue
< e | ;—U NVIDIA GPU = CUDA NVIDIA GPU = CLUDA | On=device packing of problems; smart scheduling of hybrid CPU/GPU algorithms
Imer T -0Q, - Wi Irected acyclic graph scheduler; Multi-
C APl T MP| -ortran : urure ' og I\ClodCeO I\Clode1 ghost re;ons s th QUARK directed acycl h scheduler; Multi-GPU
< Plugln Plugln j‘> Compa'l' H B BN : :)lug'ns E |:i gorez . goreZ (C:ore3 me-l—hods
DA R IV S e — 2 ot (e e GPU Direct option, if Cons: CUDA, OpenCL, and MIC variants are separate
e L available with MP!/ implementations; no internal MPl support; MKL/ACML
.—.[3.WITH_TIMERS -D WITH MPI -D WITH _FORTRAN -D WITH PLUGINX NIZ Actelerat br N| Accelerator baCKend dependen(:y DOOrly dOcumenTed and CumberSOme
R T | -
Seaga.. Trilinos [4]
TS Node 2 CPU-OpenCL || Node 3  IntelMC - OpenCL|| Node 4 AMD GPU - OpenCL -allback to host-staged Pros: Massive set of capability areas beyond linear algebra,
;. : § (Ciore(z) CC:ore; Eoreo (CZore; EoreO (CZore; I= TraﬂSferS OTherWISG Solvers, and meSheS, bu||'|'_|n d|S1'r|bu'|'ed memOry Suppor'l"
— ; ore ore ore 2 | Core ore 2 | Core —I— ..
CUDA OpenCL U-I-ure i @ Core 4 | Core 5 Core 4 TCore5 Core 4 Core5 ._—_ some pl’ehmlnal’y CUDA/M'C WOI’K (eg KOKKOS, Pha|anX,
- ‘RN
Backend = Backend = m m Device & Gore & | Core 7 Core & | Core 7 coeo o] NN NEER Transparently exchange Tpetra packages)
'Backends é‘z NIC Accelerator NIC Accelerator ;Iewce buffers Cons: Redundanci.es. of capabilifry between packages; breadth
___________________ D= | efween processes, of packages difficult to navigafe for newcomers
-D WITH CUDA -D WITH OPENCL -D WITH BACKENDX =—x —— T f@gﬁfd/@&g Ofb&C/f@/?C/

All tests performedin-node on a single system
containing: 2x Intel Xeon X5550 Quad-core
CPUs, 20GB RAM, and 4x Tesla C2070 GPUs

Performance

MetaMorph Fortran & Timer Plugin Overhead
1 C+CUDA

ACCG'G]'aTed BaCKen dS Currently support both CUDA and

OpenCL, providing access to the
MOosT popular accelerafors

Future Work

Continue expanding the API's provided set of
A kernels and backends with other primitive

MR operations underlying fluid simulations. i.e.
Krylov solvers, stencill compurlations, and
various preconditioners

MetaMorph Transparent Face Exchange Primitive

The heavy-lifters of the library, selected ar
runfime by a mode” environment variable
from those included at compile-time
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Currently support simple operations on
subsets of 3D dense mafrices:
reauction-sum, aor-proauct, 20
franspose, pack/unpack or
subregions

Total time per call, 2% floats (ps)
Time per float element (ps)

Include implementations of all C APl-supported
kernels for a single accelerator model

OpenCL
Timers+CUDA
Timers+OpenCL
rtran+CUDA
riran+OpenCL

i A
rtran+Timers+OpenCL

o
o
o

Dot Product

(Generalize operations to work on non-3D dafa,
o e T v AT and add primifives for computations on
unsfructured grids

Standalone libraries in their own right can be used
and distributed separately from the top-
level APl as long as they are APl compliant,
supporting community aevelopment of
closed- or open-source alfernatives

o)
2

o)
w

More kernels from computational fluid
dynamics in the pipeline; extensions
fo ofher domains to follow, simply a .
matter of adding necessary kernels

Vector Length

o)
N

]

(Generate a third automafically runfime-scheduled
backend fo fransparently execute code
aCross entire node, a la Core /SAR (7).

o
)

Time per element (us)
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Invent the Future

SYNeRG?
http://synergy.cs.vt.edu/
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