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Energy-efficient (green) supercomputing has traditionally been viewed as 
passé, even to the point of public ridicule. But today, it’s finally coming 
into vogue. This article describes the authors’ view of this evolution.

I n 2002 the Japanese Earth Simulator su-
percomputer shattered US domination of 
high-end computing (HEC) with a 400 
percent increase in computational speed, 

as measured by the TOP500 List’s Linpack 
benchmark. Soon thereafter, the Council on 
Competitiveness, sponsored by the US Nation-
al Science Foundation and the Department of 
Energy, conducted a study that found 97 per-
cent of businesses could not compete (or exist) 
without HEC (www.compete.org/pdf/HPC_Us-
ers_Survey.pdf). These businesses viewed HEC 
as essential to economic competitiveness: “to 
out-compete is to out-compute.”

Although HEC might elicit an image of a gar-
gantuan supercomputer that occupies a huge 

amount of space and consumes an outrageous 
amount of power to solve large-scale scientific 
and engineering problems, it is clearly impor-
tant to the business and enterprise community. 
But rather than referring to an HEC resource 
as being a supercomputer, the business and en-
terprise communities refer to HEC in general 
as large-scale data center computing; in this article, 
we refer to supercomputing as HEC, large-scale 
data center computing, or both. 

Until recently, such systems enjoyed a “free 
ride” on institutional infrastructures. However, 
with the annual costs of both power consump-
tion and cooling projected to exceed annual 
server spending in data centers in 2007, insti-
tutions with data center supercomputers have 
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become particularly sensitive to energy effi-
ciency—so-called “green” issues. We explore 
those issues in this article and describe how 
the supercomputing industry has evolved from 
viewing power and cooling as a secondary con-
cern to a primary design constraint. 

The Problem with Supercomputing
Although supercomputers provide an un-

paralleled level of computational horsepower 
for solving challenging problems across a wide 
spectrum of fields—from scientific inquiry, 
engineering design, and financial analysis to 
national defense and disaster prediction—such 
horsepower usually comes at the expense of 
enormous power consumption, not only to run 
the supercomputer but also to cool it. This, in 
turn, results in extremely large electricity bills 
and reduced system reliability.1,2 Accordingly, 
the HEC research community started explor-
ing green supercomputing as a way to achieve 
autonomic energy and power savings with little 
to no impact on performance. However, the 
notion of green supercomputing is still viewed 
as an oxymoron: a supercomputer summons 
up images of speed, a Formula One race car of 
computing, whereas green or energy-efficiency 
computing evokes images of the more practical 
Toyota Prius.

For decades, the supercomputing community 
has focused on performance and occasionally 
price/performance, where performance is de-
fined as speed. Examples include the TOP500 
list of the world’s fastest supercomputers (www.
top500.org), which calculates the speed metric 
as floating-point operations per second (flops), 
and the annual Gordon Bell Awards for Per-
formance and Price/Performance at the Super-
computing Conference (www.sc-conference.
org). As with computers in general, supercom-
puters’ raw speed has increased tremendously 
over the past decade—for instance, the top sys-
tem’s speed on the TOP500 list has grown from 
59.7 Gflops in 1993 to 280.6 Tflops in 2007, 
roughly a 4,690-fold speedup. We can attribute 
such huge performance jumps to increases 
in three different dimensions: the number of 
transistors per processor, each processor’s op-
erating frequency, and the system’s number 
of processors. Over the 1993 to 2007 period, 
we’ve observed more than a 100-fold increase 
along each of these dimensions. 

However, this focus on performance, as de-
fined by speed, has let other evaluation metrics 
go unchecked. As we mentioned earlier, super-
computers consume a huge amount of electri-
cal power and generate a tremendous amount 
of heat. Consequently, keeping a large-scale 
supercomputer reliably functioning requires 
continuous cooling in a large machine room, 
resulting in substantial operating costs. As a 
current rule of thumb, 1 megawatt (MW) of 
power consumed by a supercomputer today 
typically requires another 0.7 MW of cooling 
to offset the heat generated—and each mega-
watt of electric power costs approximately 
US$1 million per year. The Japanese Earth 
Simulator, for example, ranked as the top su-
percomputer on the TOP500 list from 2002 to 

2004, consumed 12 MW of power, resulting in 
US$10 million per year in operating costs just 
for powering and cooling. 

Moreover, when supercomputing nodes con-
sume and dissipate more power, they must be 
spaced out and aggressively cooled; otherwise, 
the system temperature rapidly increases and 
results in a higher system failure rate. Ac-
cording to Arrhenius’ equation as applied to 
computer hardware, every 10°C increase in 
temperature results in a doubling of the system 
failure rate. Several sets of informal empirical 
data indirectly support this equation—for ex-
ample, a 128-node Beowulf supercomputing 
cluster that resided in a warehouse at Los Ala-
mos National Laboratory failed once per week 
during the winter months when the tempera-
ture inside the warehouse hovered at 21- to 
23°C; the same cluster failed twice per week 
when the temperature reached 30 to 32°C.1 

Green supercomputing is still 
viewed as an oxymoron: a 
supercomputer summons up 
images of speed, a Formula One 
race car of computing, whereas 
green or energy-efficiency 
computing evokes images of the 
more practical Toyota Prius.
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The lesson learned is that by keeping the pow-
er draw lower, we can lower a supercomputer’s 
system temperature, thus improving system 
reliability, which, in turn, contributes to better 
availability and productivity.

The Rise of Energy- 
Efficient Supercomputing

Green Destiny, the first major instantiation of 
the Supercomputing in Small Spaces Project at 
Los Alamos National Laboratory (http://sss.lanl.
gov and now at http://sss.cs.vt.edu), was arguably 
the first supercomputing system built with en-
ergy efficiency as its guiding principle.3–5 Green 
Destiny was a 240-processor Linux-based clus-
ter with a footprint of only 5 square feet and a 
power appetite of as little as 3.2 kW when booted 
diskless. Its extraordinary power efficiency also 
made it extremely reliable. It ran in a dusty 85°F 
warehouse at 7,400 feet above sea level with no 
unscheduled downtime over its lifetime (from 
2002 to 2004), and it did so without any cooling, 
air filtration, or air humidification. 

How did Green Destiny achieve such energy 
efficiency and system reliability? It used low-
power components whose performance could 

be optimized for supercomputing. 
For example, the Transmeta Cru-
soe processor used in Green Des-
tiny was a nontraditional and very 
low-power hardware-software hy-
brid; by optimizing the software 
portion of the Crusoe processor 
for supercomputing, the flops in 
Green Destiny improved by 50 
to 100 percent, and power con-
sumption remained an order of 
magnitude better than in a tradi-
tional processor. With lower power 
consumption—and thus a lower 
temperature—the compute nodes 
were more reliable and could be 
packed more densely. Figure 1 
shows Green Destiny’s reliability 
versus an imitation cluster, which 
was identical to Green Destiny ex-
cept for the processor.

Green Destiny heralded a new 
age in supercomputing, one that 
focused more on efficiency, reli-
ability, and availability than on 
just raw speed. As noted earlier, a 

traditional supercomputer is viewed more like 
a Formula One race car, which wins the raw 
performance metric with respect to top-end 
speed, but the reliability can be so poor that it 
requires frequent maintenance and results in 
low throughput. In contrast, a green supercom-
puter such as Green Destiny is more like a tur-
bocharged Toyota Prius: it loses relative to raw 
speed, but its better reliability and efficiency 
results in higher throughput. Table 1 indirectly 
captures this trade-off between efficiency and 
raw speed, showing raw configuration and ex-
ecution numbers for Green Destiny and ASCI 
White (the top supercomputer on the TOP500 
list in 2001) on the Linpack benchmark. As we 
would expect, the ASCI White supercomputer 
led all the raw performance categories (shown 
in italics), whereas Green Destiny won the ef-
ficiency categories (shown in bold). Specifi-
cally, Green Destiny’s memory density, storage 
density, and computing efficiencies relative to 
power and space are all one or two orders of 
magnitude better than ASCI White’s.

Media coverage in hundreds of news outlets 
demonstrated that Green Destiny had captured a 
tremendous amount of interest in both the com-

1  Green Destiny’s reliability versus its imitation. Both systems have the 
same number of nodes, as represented by each square-shaped area, 
and run the same applications without any special cooling facilities. The 
only difference is that Green Destiny uses ultra low-power processors 
whereas the imitation uses higher-powered “low-power” processors. 
Green Destiny has no failed nodes, whereas more than one-third of the 
traditional imitation nodes are dead (shown with skull and crossbones).
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Table 1. Comparison of supercomputing systems on the Linpack 
benchmark. ASCI White’s top performance is shown in italics; Green 
Destiny’s appears in bold.

Performance Metric ASCI White Green Destiny

Year 2000 2002
number of processors  8,192 240
performance (Gflops) 7,226	 101
Space (ft2) 9,920	 5
power (kW) 2,000	 5
DrAm (Gbytes) 6,200	 150
Disk (tbytes) 160.0	 48
DrAm density (mbytes/ft2) 625 30,000
Disk density (Gbytes/ft2) 16.1 960.0
perf/space (Gflops/ft2) 0.7 20.2
perf/space (Gflops/kW) 4 20
reliability (hours) 5.0 hours (2001),  No unscheduled 
 40 hours (2003) downtime

puting and business industries. 
However, when Green Destiny 
debuted, the supercomputing 
community thought that being 
green was synonymous with low 
performance. So even though 
Green Destiny ultimately pro-
duced 101 Gflops on the Linpack 
benchmark, which was as fast as 
a 1,024-processor Cray T3D su-
percomputer on the TOP500 list 
at the time, many people still felt 
that Green Destiny sacrificed too 
much performance for energy 
efficiency and system reliability. 
Consequently, Green Destiny re-
ceived both ridicule and scorn.

Evolution and Success?
The pendulum eventually shifted, though, 

and the notion of green supercomputing 
brought on by Green Destiny bifurcated into 
two directions: a low-power supercomputing 
approach that balances performance and power 
at system integration time and a power-aware 
supercomputing approach that adapts power 
to performance needs when the system is run-
ning. Both approaches aim to reduce power 
consumption and improve energy efficiency. 

Like Green Destiny, the low-power approach 
focuses on energy efficiency at system integra-
tion time, selects low-power chips as the building 
blocks for power reduction and system reliability, 
and achieves better performance by scaling up to 
a larger number of processors. Since Green Des-
tiny, many projects using low-power approaches 
have emerged. The MegaScale Computing Proj-
ect, for example, has the ambitious goal of build-
ing future computing systems with more than a 
million processing elements in total. It aims to 
simultaneously achieve high performance and 
low power consumption via high-density pack-
ing and low-power processors, with lofty design 
objectives of one Tflop/rack, 10 kW/rack, and 
100 Mflops/W. The first MegaScale prototype, 
called MegaProto, debuted at Supercomputing 
2004 as a 16-processor low-power cluster with 
dual Gigabit Ethernet for data communication, 
all in a 1U chassis that consumed only 330 W.6

The significant power reduction and efficien-
cy improvements that Green Destiny pioneered 
have also appeared in commercial products, 

including a desktop supercomputing system 
called the Orion Multisystems DT-12. Orion 
Multisystems aimed to bridge the widening 
performance gap between PCs and supercom-
puters with the DT-12 (12-processor desktop 
supercomputer) and its bigger sibling, the DS-
96 (96-processor deskside supercomputer), 
both of which could be plugged into a standard 
electrical wall outlet in any office: the former 
consumed as much power as an overhead light 
with two 75-W light bulbs, and the latter con-
sumed as much power as a hairdryer.7

However, the most prominent architectural 
approach for low-power supercomputing is the 
IBM Blue Gene/L (BG/L),8 which debuted in 
November 2004 as the fastest supercomputer 
in the world relative to the Linpack benchmark. 
BG/L is based on IBM’s low-power, embedded 
processor PowerPC 440 and system-on-chip 
technology. Each BG/L rack consists of 1,024 
processors that collectively consume 28.14 kW 
and produce 3 Tflops on Linpack. With the 
IBM BG/L’s success, being green finally came 
into vogue. Another recent development in low-
power supercomputing comes from SiCortex, 
a startup company that produces the SC5832, 
which is comprised of 972 six-way symmetric 
multiprocessing nodes connected by a low- 
latency, high-bandwidth interconnect fabric.

Power-Aware Supercomputing
Although low-power supercomputing has 

resulted in impressive efficiency and competi-
tive performance, many system researchers 
argue that it still has two disadvantages. First, 
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most low-power supercomputing solutions 
require architectural modifications—for ex-
ample, the BG/L processor is a stripped-down 
version of the 700-MHz embedded PowerPC 
440 processor, and Green Destiny relies on a 
high-performance customization of the Cru-
soe processor’s software portion. Second, the 
tremendous growth in supercomputing per-
formance has largely been spurred by com-
modity parts designed for PCs and servers. 
Because current low-power supercomputers 
don’t rely entirely on commodity technology, 
they aren’t as cost-effective, and, consequent-
ly, it would be difficult to sustain continuous 
growth over a long period. 

To address these issues, an alternative 
approach uses high-end but still commod-
ity-based hardware to build a supercom-
puter and then layers power-aware systems 
software on top to reduce the hardware’s 
power consumption with minimal impact 
on performance. As Figure 2 shows, the 
key idea here is to “green” the compute 
node. We’re building a system with multi-
ple power and performance modes and then 
dynamically adapting the system’s power 
and performance mode to match its current 
workload—the aim is to reduce power while 
maintaining performance. For instance, a 
processor-bounded workload requires the 
highest clock frequency (and voltage) to 
maintain performance, whereas a memory-
bound workload can use a lower frequency 
and voltage for better energy efficiency while 
still maintaining performance.

Researchers have imple-
mented many power-aware 
software prototypes for com-
modity supercomputing to 
demonstrate this approach’s 
feasibility.1,9–11 Most of them 
start with a cluster of high-
performance, high-power 
processors that support a 
mechanism called dynamic 
voltage and frequency scal-
ing (DVFS) and then create 
a power-aware algorithm (or 
policy) that conserves power 
by scaling down the proces-
sor’s supply voltage and fre-
quency at appropriate times. 

Ideally, the appropriate time to scale down the 
processor’s voltage and frequency is whenever 
the processors is waiting for data from memory 
accesses or I/O operations because there’s no 
reason for it to “sit and spin its wheels” at the 
maximum voltage and frequency while doing 
nothing. However, switching the processor 
from one voltage and frequency to another at 
the system level currently takes on the order of 
milliseconds (that is, millions of clock cycles). 
This power/performance transition overhead 
plus the large penalty for false scheduling can 
significantly reduce performance and consume 
more energy. The challenge for power-aware 
algorithms is thus to place processors in low-
power mode only when doing so won’t reduce 
performance.

Researchers have studied three distinct 
power-aware approaches for parallel applica-
tions. The first one aims to identify compute 
nodes and execution phases that aren’t on the 
critical execution path and then scale them 
down while still meeting the time constraint.12 
However, this approach requires significant 
effort with respect to performance profiling 
and program analysis and is often applica-
tion-dependent; studies have also shown that 
the benefit here is smaller than what people 
might expect. The second approach leverages 
the identification of execution phases in an 
application and then schedules appropriate 
voltage and frequency for each phase. The 
programmer or compiler can insert DVFS 
control commands into the source code or 
binary execution file through compiler-di-
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takes 57 minutes to run would take one hour but would have a 20 percent 
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rected technology.10,11 The 
third approach is similar to 
the second one, but the DVFS 
control is implemented as  
an autonomic, performance-
directed, runtime controller 
independent of the applications 
running.1,9 This approach is 
transparent to both users and 
applications, and requires no 
code profiling, code modifica-
tions, or user intervention. 

In various efforts to advance 
this last approach, research-
ers have developed rigor-
ous theories and intelligent 
algorithms in power awareness for autonomic 
DVFS-based runtime systems. Examples in-
clude the β power-aware algorithm,1 which 
served as the basis for EnergyFit, and CPU  
MISER.9 These systems work on any commod-
ity platform that supports DVFS and are capa-
ble of reducing power and energy consumption 
while minimizing the impact on performance. 
Figure 3, for example, shows that the β power-
aware, runtime system saves an average of 20 
percent of the processor’s energy while impact-
ing performance by only 3 percent.1

Industry-Wide Awareness
The ever-growing concerns related to glob-
al warming, coupled with the exponential 
growth of data center and supercomputing in-
stallations, means that the energy efficiency of 
servers and supercomputers has become one 
of today’s major IT issues, as evidenced by the 
following series of events:

The first workshop on High-Performance, 
Power-Aware Computing debuted in April 
2005 to provide a timely forum for the ex-
change and dissemination of new ideas, 
techniques, and research in high-perfor-
mance, power-aware computing (http://hp-
pac.cs.vt.edu).
The SPEC Power and Performance Com-
mittee began developing benchmarks for 
evaluating energy efficiency in server-class 
computers in January 2006 (www.spec.
org/specpower/).
The Green500 list’s Web site (www.green500.
org) launched in November 2006 to provide 

•

•

•

a ranking of the most energy-efficient super-
computers in the world.
The US Congress passed public law 109-431 in 
December 2006 to call for the study and pro-
motion of energy-efficient computers and serv-
ers in the US (www.gpoaccess.gov/plaws/).
The Green Grid Consortium (http://www.
thegreengrid.org/) formed in February 2007 
as a global group of companies dedicated to 
advancing energy efficiency in data centers 
and computing ecosystems. 
The US Environmental Protection Agency 
(EPA) released its “Report to Congress on 
Server and Data Center Energy Efficiency” 
in August 2007 to prioritize efficiency op-
portunities and policies that could lead  
to additional savings (www.energystar. 
gov/index.cfm?c=prod_development.server_ 
efficiency_study).

In addition to these events, we’ve also seen 
a significant response to green issues by ma-
jor vendors in the supercomputing industry. 
Both Intel and AMD, for example, released 
roadmaps aimed at improving the energy ef-
ficiency of their flagship processors. IBM, 
Hewlett-Packard, Sun, and Dell have also ad-
justed their server strategies to promote more 
efficient computer systems and technologies. 

B ased on our own research and experi-
ences, we believe that the future of ener-
gy-efficient supercomputing will evolve 

in the direction of holistic power-aware sys-
tems. In particular, we think that

•

•

•
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3  Energy savings and performance slowdown of the EnergyFit DVFS 
algorithm. Overall, we observed an average of 20 percent energy 
savings and 3 percent performance slowdown. For the MG benchmark, 
we observed a 15 percent energy savings and 1 percent performance 
speedup.
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the low-power and power-aware approaches 
will converge and be integrated into super-
computing system design and integration; 
the power-aware approach will be exploited 
at different levels in the whole system, espe-
cially in microarchitecture, operating, and 
runtime systems;
power-aware features will be available to all 
major parts of the system (memory, disk, 
video cards, coprocessors, network, storage, 
and even power supplies will be made either 
more energy efficient or power aware); and
at a high level, job scheduling, workload mi-
gration, and server consolidation will provide 
additional opportunities for energy savings.

Ignoring power consumption as a design 
constraint will result in supercomputing 
systems with high operational costs and di-
minished reliability. Without technology in-
novation, future petaflop machines will need 
approximately 75 to 100 MW to power up and 
cool down, resulting in a bill on the order of 
US$100 million per year. Furthermore, the 
expected mean time between failures for such 
gigantic systems will be on the order of sec-
onds,13 indicating an unacceptable availability 
and low productivity.

Fortunately, improving energy efficiency 
in supercomputers (and computer systems 
in general) has become an emergent task for 
the IT industry. Hopefully, this article will in-
spire further innovations and breakthroughs 
by providing a historical perspective. From 
Green Destiny to BG/L to innovative power-
aware supercomputing prototypes, we envision 
that holistic power-aware technologies will be 
available and largely exploited in most if not all 
future supercomputing systems. 
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