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Abstract—This paper makes a case for using low-power em-
bedded GPUs for the purpose of executing high-performance
scientific visualization tasks. We compare the greenness (i.e.,
power, energy, and energy-delay product — EDP) of an embedded
GPU with a CPU for commonly encountered visualization tasks
using two real-world applications: (1) Modeling for Prediction
Across Scale — Ocean (MPAS-O) and (2) Particular Ensembles
(PE). Our preliminary results show that the low-power embedded
GPU is capable of handling complex visualization tasks while
consuming less than 50% of the energy consumed by a CPU
server. In addition, we find that the embedded GPU outperforms
the CPU with dynamic voltage-frequency scaling (DVFS) enabled
in a majority of the cases.

I. INTRODUCTION

Power and energy have emerged as first-order design criteria
in high-performance computing (HPC) systems. For example,
the U.S. Department of Energy seeks to build an exascale sys-
tem with a power budget of 20 MW [17]]. Operating such a ma-
chine at the planned power budget would incur an energy bill
that is one-quarter of its acquisition cost even if we consider
the least expensive power in the U.S. (=~ $0.05/kWh) [10].
Under a more typical energy cost (= $0.10/kWh) and a real-
istic projection for power (=40MW in 2020 [2]), the energy
bill for an exascale supercomputer would be as high as its
acquisition cost. As a consequence, researchers should explore
opportunities to reduce the energy consumption of high-
performance supercomputing systems while still delivering
high performance — in other words, improved greenness (i.e.,
power, energy, and energy efficiency). In this paper, we make a
case for greenness on an important class of HPC applications,
namely, high-performance scientific visualization.

A recent trend in high-performance scientific visualization
seeks to move away from post-processing visualization to in-
situ visualization due to I/O constraints [S]]. In a traditional
post-processing pipeline (as shown in Fig. [T), the scientific
simulation runs on the primary CPU cluster. The CPU cluster
then transfers the generated simulation data to the storage
cluster periodically. After the simulation completes, the data
is then transferred to a visualization cluster where images are
rendered using discrete graphics processing units (GPUs). In
contrast, an in-situ pipeline avoids the data transfer into and
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Fig. 1. Traditional post-processing visualization pipeline

out of the storage cluster by running both the simulation and
visualization on the primary CPU cluster. Recent studies have
shown that this approach can save as much as 55% energy by
minimizing I/O-related stalls [6]], [4].

However, such an in-situ approach would result in losing
the ability to run the visualization task on a processor that is
specialized for visualization (i.e., GPU). An obvious solution
is to employ graphics processing units (GPUs) on the primary
cluster as well. However, if cost is an issue, data centers
may restrict (or reduce) the availability of discrete GPUs
for application scientists. In a post-processing visualization
pipeline, only the visualization nodes (which are fewer in
number) need graphics-processing capabilities, thus using a
more expensive discrete GPU for this post-processing pipeline
is a viable and cost-effective option. For in-situ visualization,
however, the visualization task runs on the same nodes as
the simulation. Thus, graphics-processing capabilities must be
provided on each node, which may not be viable from a cost
perspective.

In this paper, we make a case for modifying the in-situ
pipeline to run visualization tasks on low-power embedded
graphics processors. Due to the shared processor and moth-
erboard designs for desktop and server computing, embedded
graphics processors are readily available on CPU nodes (but
reserved for driving the display on a desktop computer). For
instance, recent server-based Intel Skylake CPUs, such as the
Intel HD Graphics P530 and Intel Iris Pro Graphics P580,
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come equipped with embedded graphics, thereby reducing the
need for discrete GPUs [3]]. As a consequence, these embedded
graphics processors do not incur any additional hardware cost
if used for visualization tasks. Furthermore, they operate at a
fraction of the thermal power envelope of discrete GPUs and
thus do not consume any significant energy (or power) when
the visualization task is not running. Our preliminary experi-
ments with two real-world scientific visualization applications
— (1) Modeling for Prediction Across Scale — Ocean (MPAS-
O) and (2) Particular Ensembles (PE) — show that these
embedded GPUs can handle complex scientific visualization
tasks comfortably while consuming less than 50% of the
energy consumed by the CPUs.

II. RELATED WORK

The problem of improving the greenness of scientific vi-
sualization pipelines has received recent attention due to the
increasing energy cost of data movement [17]. The solutions
previously explored can be classified into four categories.

o In-situ Techniques: These techniques reduce data move-
ment by processing most of the data when it resides in
memory rather than allowing it to move to the storage
subsystem. Specific examples include an image-based ap-
proach to scientific visualization [3]], in-situ sampling [4]],
in-situ analytics [8]], and data compression [[7].

« Work Distribution: The basic premise here is to care-
fully redistribute the simulation and visualization tasks
across the various resources (e.g., nodes or cores) to
minimize data movement [[16]]. For instance, the two tasks
may be distributed to dedicated nodes (or cores) or the
same set of resources may be used for the two tasks, but
in a time-shared manner, which affects intra- and inter-
node data movement and hence affects energy.

« Memory Optimizations: New types of memory such as
NVRAM exhibit lower data-access energy. Some research
papers have looked at optimizing the memory hierarchy
to reduce the energy consumption of scientific visualiza-
tion [9]], [11].

« DVFS-based Techniques: The frequency of the cores
and the other components of a compute node are varied to
tune power and performance. Labasan et al. have looked
at both DVFS and techniques built atop DVFS such
as power sloshing [14].

In contrast to the above work, we explore an underutilized
compute component inside a node (i.e., embedded GPU)
and compare its efficacy versus classical green computing
techniques such as DVFS.

III. METHODOLOGY

In this paper, we perform and present some preliminary
experiments to characterize the greenness of different types
of devices for some commonly encountered visualization
tasks via two real-world applications: Modeling for Prediction
Across Scale - Ocean (MPAS-O) and Particular Ensem-
bles (PE) [1]. Here, greenness may refer to power, energy,

+ Controls,
how the

item will be
displayed.

RENDERER

WRITER

* Saves Data
to a file.

* Datasource
which can be
built in type or
an input file. « It’s a data
processor.
Fore.g. Cut,

DATA SOURCE Clip,
Contour,

\/ﬂc‘

Fig. 2. Four stages of the visualization pipeline

Fig. 3. Glyph filter applied to the MPAS-O data set

or the energy-delay product (EDP). The visualization tasks
proceed in four steps, as illustrated in Fig.

« Data Sources: The raw data is represented as structured
grids for MPAS-O and a point cloud for PE and is read
as a binary file from disk.

« Filter Operations: Filters are functional units that pro-
cess the input data to extract interesting features and form
the core of the visualization pipeline. The visualization
tasks evaluated in this paper include clip, contour, glyph,
and slice. In addition, we studied stream tracer and warp
by filter which are relevant only to PE.

« Rendering: Rendering is the process of generating an
image from a 2D or 3D model. In this paper, we use vol-
ume rendering for the PE data set and surface rendering
for the MPAS-O data set. Fig. [3| shows a sample surface
rendering for MPAS-O.

« Writers: The final output is written as a raster graphics
image file onto the disk.

We performed our experiments on a SuperMicro worksta-

tion equipped with two 8-core Intel Xeon E5-2665 processors
and a Matrox G200 graphics processor, which is integrated
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onto the motherboard. Relevant details of the hardware plat-
form are presented in Table

TABLE I
HARDWARE DETAILS

CPU GPU
Device  2x Intel Xeon E5-2665 Matrox G200
Operating Frequency 1200 MHz - 2400,MHz 84 MHz
Memory 64 GB DDR3 32MB SGRAM
TDP  230W (i.e., 115W*2) 4W

We measured the power consumption of these platforms
using a WattsUp Pro power meter. All experiments were
repeated three times and their median values reported in
the subsequent section. Because the CPU supports dynamic
voltage and frequency scaling (DVFS), we also ran our ex-
periments at different frequencies, ranging from 1200 MHz
to 2400 MHz in steps of 200 MHz, and compared the CPU’s
greenness versus that of the embedded GPU. For software, we
used ParaView v5.0.1 compiled with MESA libraries for the
CPU and OpenGL libraries for the embedded GPU.

IV. PRELIMINARY RESULTS

Table [lI| presents the execution time, dynamic power, dy-
namic energy, and EDP for the embedded GPU for various
visualization tasks and data sets. The values presented in this
table are normalized with respect to the CPU running at its
base frequency of 2.4 GHz.

TABLE I
NORMALIZED EXECUTION TIME, DYNAMIC POWER, ENERGY AND EDP
FOR THE EMBEDDED GPU.

[ Visualization Task | Data Set | Time | Power [ Energy | EDP |

Clip MPAS-O 0.37 0.05 0.02 | 0.01
PE 4.61 0.10 048 | 2.20

Contour MPAS-O 4.21 0.09 0.37 1.57

PE 5.37 0.24 1.27 T 6.79

Glyph MPAS-O 1.15 0.10 0.11 0.13

PE 1.01 0.06 0.01 0.01

Slice MPAS-O 4.62 0.08 0.37 1.65

PE 4.76 0.15 0.69 | 3.29

Stream Tracer PE 3.65 0.17 0.57 2.09
Wrap By Vector PE 4.87 0.14 0.66 | 3.23

We clearly see that there exists a trade-off between per-
formance and power for the two devices. While the CPU
exhibits better performance for nearly all of our visualization
tasks, the GPU consistently consumes less power. This trade-
off results in widely different energy and EDP characteristics
for the two devices. The embedded GPU consumes lower
energy than the CPU in nine out of ten cases whereas the
CPU exhibits a lower EDP in seven out of ten cases. Moving
forward, we expect power and energy to have a greater
weight in the E™ D™ energy-delay model [12]. Therefore, we
expect embedded GPUs to be increasingly useful for high-
performance visualization in the future.

Next, we investigate the extent to which DVFS affects the
performance and greenness of the devices. Results are only

presented for the PE data set due to space limitations. Fig. [
presents the performance, power, energy, and EDP for the CPU
using DVFS with different filters, respectively. In particular,
Fig. shows mixed results for visualization performance
in that the DVFS-controlled CPU (solid line) outperforms
the embedded GPU (dotted line) on four of the six filters:
clip, contour, slice, and stream tracer, while the embedded
GPU convincingly outperforms the CPU for the glyph and
wrap-by-vector filters. Fig. shows the power consumed
by the CPU at various frequencies for different filters. Note
that the GPU frequency cannot be changed and is fixed in
these experiments. While DVFS helped reduce CPU’s power
consumption significantly for all six filters, the embedded GPU
remained the greener device in terms of power.

While previous experiments suggest that the embedded GPU
consumed lower energy than the CPU for all visualization
tasks, if we reduce the operating frequency of the CPU, we
can make the CPU into the greener device with respect to
energy, as in the case with the slice and wrap-by-vector filters
(as shown in Fig. (c)). However, DVFS tuning for CPUs
may also negatively affect their EDP as observed in the case
of the stream tracer filter (as shown in Fig. @]) Overall,
our results show a complex interplay between the various
parameters under study and suggest that the embedded GPUs
deserve further investigation for high-performance scientific
visualization.

V. CONCLUSION

In this paper, we evaluated the greenness of CPU and the
embedded GPU across four different metrics—performance,
power, energy, and EDP. We found that the embedded GPU
outperforms the CPU in terms of power and energy even
when DVEFS is enabled on the CPU. On the other hand, the
CPU does better in terms of performance and energy. Moving
forward, with power and energy becoming first-class citizens,
we believe embedded GPUs will form a major part of in-situ
visualization pipelines. While much work is still yet to be done
in the area of energy-efficient high-performance visualization,
we believe our initial work in this paper spurs interest in low-
power embedded GPUs for scientific visualization.

In the future, we plan to expand the initial characterization
presented in this paper to include more applications, more
visualization filters, and more hardware devices including
discrete GPUs. We believe such a study will help visualization
scientists in making greener and less expensive simulations in
the context of high-performance computing (HPC).
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Fig. 4. Greenness results for PE data set at different CPU frequencies. Solid line = CPU, Dotted Line = GPU
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