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Abstract—For decades, performance has been the driv-
ing force behind high-performance computing (HPC).
However, in recent years, power consumption has become
an important constraint as operational costs of a super-
computer are now on par with the acquisition costs of a
supercomputer. Even though we face major energy issues
in achieving large-scale performance, there is still a lack
of a standardized power measurement methodology in the
HPC community for energy-efficient supercomputing.

In this paper, we report on our experiences in updating
the run rules for The Green500 List with a particular
emphasis on the power measurement methodology. We
use high-performance LINPACK (HPL) to study power
measurement techniques that can be applied for large-scale
HPC systems. We formulate experiments to provide insight
into the power measurement issues in large-scale systems
with the goal of improving the readers’ understanding of
the measurement methodology for the Green500 list.

I. INTRODUCTION

Energy and power are major concerns in high-

performance computing (HPC). In August 2007, the U.S.

Environmental Protection Agency estimated that data

centers consumed about 61-billion kilowatt-hours (kWh)

of electricity in 2006 [2]. In future exascale systems,

the silicon-based floating-point units (FPUs) themselves

are predicted to consume around 20 megawatts (MW)

of power [10]. These forecasts indicate that the “perfor-
mance at any cost” paradigm is no longer practical.

Addressing these issues, the Green500 List [12] was

started in November 2006, as a list providing a ranking

of the supercomputers based on metrics such as per-

formance per watt, and emphasizing the importance of

“being green” in HPC. While supercomputing vendors

and scientific computing users alike agree on the impor-

tance of such a list, there is no clear unanimity in HPC

community as to what power measurement methodology

should be used for evaluating the energy efficiency of

supercomputers. The lack of standardized power mea-

surement methodologies impede us from completely

realizing the benefits of energy-efficient supercomputing.

In this paper, we bring out different issues in studying

and ranking the power usage of the largest systems in

the world, while staying reasonably related to the Top500

list [7] which ranks the top supercomputers in the world

with respect to performance. We analyze the behavior of

high-performance LINPACK (HPL) [3] - the benchmark

used for ranking both the Top500 and Green500 lists -

to understand its computational characteristics and how

they affect the power consumption of the system. Specif-

ically, we show that the computational characteristics of

HPL make the overall computation fairly non-uniform

over the run of the application, making instantaneous

performance metrics vary significantly over the entire

application runtime. We further study the power profile

of HPL and demonstrate that the varying performance

profile also reflects as a varying power profile, making

instantaneous power measurements significantly differ-

ent from the average power consumption of the system.

The rest of the paper is organized as follows. Section II

provides an overview of the issues that need to be

considered for power measurement. Section III describes

the computational behavior of HPL and how it can affect

its power and performance characteristics. Discussion

on issues related to power consumption reporting in

the Green500 list are presented in Section IV. Other

literature related to our work is described in Section V

and Section VI concludes the paper.

II. POWER MEASUREMENT METHODOLOGY

In this section, we discuss the issues that need to be

addressed for measuring the power consumption of large-

scale HPC systems and develop an appropriate power-

measurement methodology.

The main questions that need to be answered are as

follows:

2010 IEEE/ACM International Conference on Green Computing and Communications & 2010 IEEE/ACM International Conference

on Cyber, Physical and Social Computing

978-0-7695-4331-4/10 $26.00 © 2010 IEEE

DOI 10.1109/GreenCom-CPSCom.2010.140

245

2010 IEEE/ACM International Conference on Green Computing and Communications & 2010 IEEE/ACM International Conference

on Cyber, Physical and Social Computing

978-0-7695-4331-4/10 $26.00 © 2010 IEEE

DOI 10.1109/GreenCom-CPSCom.2010.140

245



Step 0: Initial matrix A 

Step 1: Factor first panel P
1 

Step 2: Update from panel P
1 

Step 3: Factor second panel P
2 

Step 4: Update from panel P
2 

Step 5: Factor second panel P
3 

Fig. 1. LU Factorization Steps [11]

1) What power consumption needs to be measured?

Peak, minimum, average, or what have you?

2) When should the power be measured? For a certain

period of time or for the entire execution of the

HPL benchmark?

3) How should the power be measured? Extrapolation

from a single node or power measurement for the

entire system?

We answer each of these questions by a set of exper-

iments and provide a power measurement methodology

for accurate power measurement of large-scale HPC

systems.

A. What to Measure?

It is a common practice to use average power for

reporting FLOPS/watt metric for the Green500 list. How-

ever, no clear justification has been provided as to why

the HPC community should use it. Questions such as

“Why not to use the maximum instantaneous power?”

still remain unanswered. In this paper, we look at the

instantaneous power profile of the HPL benchmark and

provide insight into why the Green500 uses the average

power consumption.

B. When to Measure?

Power can be measured for the entire execution time

or a period of time during the execution of the HPL

benchmark. However, it will be inaccurate to measure

the power of the benchmark over a period of time if there

are huge fluctuations in the instantaneous power profile

while executing the benchmark. The reason being that

the benchmark can have very different power profiles

in each phase of its algorithm. This question can be

answered by looking at the instantaneous power profile

of the benchmark. It would reveal the fluctuations in

power consumption and lead us to answer for when to

measure the power consumption.

C. How to Measure?

Given that a large-scale HPC system often will not

have a power meter “large enough” to measure its total

power consumption, we measure the largest contiguous

unit, e.g., chassis or rack, and extrapolate the total power

consumed.

III. UNDERSTANDING THE POWER/PERFORMANCE

CHARACTERISTICS OF LINPACK

HPL is one of the most popular scientific applications

used to characterize a machine’s performance. More

importantly, it is also the application that is used for

reporting the performance and power characteristics of

a machine to the Top500 and Green500 lists. In order

to understand the power characteristics of LINPACK,

it is important to understand the actual computational

characteristics of the application.

At the fundamental level, HPL is basically a linear

algebra solver for dense matrices. It typically follows

a four-step process for its computation: (1) generation

of the matrix using random values, (2) factorization of

the matrix (LU factorization), (3) backward elimination

and (4) checking for correctness of the solution. Of

these, the second step is the most compute intensive
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Fig. 2. Instantaneous FLOPS ratings on Jaguar [11]

requiring O(N3) operations, while the third step require

only O(N2) operations. Thus, for the measurement of

FLOPS themselves, the second step contributes the most

to the FLOPS rating, especially for very large matrices.

This also means that assuming that the processors are

sufficiently advanced to dynamically alter voltage and

frequency, the amount of power they need to spend on

the latter two steps is accordingly lesser.

Digging a little bit deeper into the second step, we

notice that the computation within the step is not uniform

either. Specifically, the LU factorization works on the

left most row and top most column and works its way

through the matrix (see Figure 1 for the first few steps in

the factorization). This means that as the application pro-

gresses, the effective size of the matrix it is computing

drops, and accordingly the instantaneous FLOPS ratings

of the application. This is illustrated in Figure 2, which

shows the instantaneous FLOPS ratings for running HPL

on the Jaguar supercomputer (the top supercomputer in

the June 2010 Top500 list).

IV. REPORTING POWER CONSUMPTION

In this section, we discuss issues related to reporting

power consumption for the Green500 list.

A. Experimental Set-Up

The discussion provided in this section is backed by

our own experiments and power measurement method-

ologies on two platforms. The first one is a single node

named Armor, consisting of two quad-core Intel Xeon

E5405 processors operating at 2.0 GHz. It uses 4 GB

of RAM. The second platform is a nine-node cluster

named Ice. Each node consists of two dual-core AMD

Opteron 2218 processors that operate at 2.6 GHz and

houses 4 GB of RAM. We use eight of the nodes, i.e.,

32 cores from the cluster. Both of the platforms use

OpenMPI version 1.4.1 [5] for message passing. (Note

that dynamic voltage and frequency scaling was not used

in any of our experiments.)

A “Watts Up? Pro ES” power meter is used to profile

both platforms. The power meter is connected to the

system under test, as shown in the Figure 3. All the

results shown in the paper use the maximum resolution

possible (i.e., one second) as the sampling rate. The

measuring machine runs the driver for the power meter.

Fig. 3. Power Meter Set-Up

B. Average vs. Instantaneous Power Consumption

In this section, we present the experimental results

obtained based on the power consumption behavior of

HPL.
1) Instantaneous Power Measurements on a Single

Node System: We first demonstrate the instantaneous

power measurements on a single-node system. Measure-

ments on a single-node system allow us to understand the

variance in the power usage of the application without

getting “diluted” by the inter-node communication and

process idleness associated with it.

Figures 4 and 5 show the instantaneous power profile

of Armor and a single node of the Ice cluster, respec-

tively. As can be seen in the figures, the instantaneous
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power profiles vary significantly over the run of the

application, ranging from 245 to 330 watts in Armor and

from 280 to 395 watts on Ice. This behavior matches the

four steps of the computation, described in Section III.

Specifically, the first step of the application (i.e., filling

up the matrix with randomly generated values) is not

compute-intensive, and accordingly, has lower power

consumption (i.e., 295 watts for Armor and 335 watts for

Ice). The second and third steps (i.e., LU factorization

and solve), which are O(N3) and O(N2) algorithms,

respectively, require the greatest percentage of power

consumption. Finally, the last step (i.e., checking for

correctness of the solution) is not compute-intensive

either, thus requiring less power consumption.

Fig. 4. Instantaneous Power Profile of Armor

Fig. 5. Instantaneous Power Profile of Single Node in Ice

While both systems demonstrate similar trends, we do

notice a small but noticeable difference in that Figure 5

shows more fluctuation in power usage than Figure 4.

This can be attributed to the differences in the pro-

cessor technologies of the two systems. That is, while

the processing behavior of the application has a clear

demarcation of compute requirements, how aggressively

a processor tries to take advantage of such changes in

the processing behavior depends heavily on feature size

of the devices used in the processors which have a high

impact on the dynamic power dissipation of the system.

Fig. 6. Instantaneous Power Profiles of Two Nodes on the Ice Cluster

2) Instantaneous Power Measurements on a Multi-
Node System: While Section IV-B1 shows the power

measurements on a single-node system, most high-end

computing systems utilize multiple nodes, which adds

the additional dimension of network communication and

the associated process idleness while waiting for data.

In this section, we extend the power measurements to

utilize multiple nodes on the system. Figure 6 shows

the instantaneous power profile of two of the nodes

in the Ice cluster while executing the HPL benchmark

to achieve Rmax . While the overall trend is similar to

that of a single-node system, we do notice a larger

fluctuation in the power profile. This is because of the

additional opportunities the processor has for power

consumption because of the additional idle time devoted

to communication.

Based on this discussion, it is clear that the instan-

taneous power consumption values vary significantly

enough that they do not represent a fair indication of the

average power consumption of the system. Thus, one of

the ground rules of Green500 is for systems to report

their average power consumption for the entire run of

HPL.
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C. Metrics for Energy Efficiency

There are two popular energy-efficient metrics cur-

rently in use: the energy-delay product (i.e., EDn) and

performance per watt (e.g., floating-point operations per

second per watt or FLOPS/watt).

The EDn metric represents the energy consumed by

an application (E) multiplied by its execution time (i.e.,

delay) of that application (D) to the power n, where

n = 1, 2, . . .. The EDn captures the translation of energy

into useful work. For example, a small EDn means that

energy is more efficiently translated into performance,

i.e., smaller execution delay. However, this metric is

biased towards large supercomputers, especially in cases

where n ≥ 2 [16].

Today’s most prevalent metric is performance per
watt, or more specifically, in the case of the Green500,

FLOPS/watt. Despite its popularity, a concern with the

usage of this metric is that it may be biased towards

small supercomputers [16]. Why? The performance of

most applications scales sub-linearly as the number of

processors increase while the power consumption scales

perfectly linearly or super-linearly. As a result, smaller

supercomputers appear to have better energy efficiency

using the FLOPS/watt metric. For now, the FLOPS/watt

is popular as it is easy to measure. Arguably, the ease

of measurement can be associated with the HPL bench-

mark reporting its performance in terms of FLOPS. The

Green500 list mitigates the issue of bias towards “too

small” supercomputers by setting a threshold for the

performance achieved. Currently, to enter the Green500

list, a supercomputer must be as fast the 500th-ranked

supercomputer on Top500 list.

Despite these issues with the FLOPS/watt metric, a

closer look at it will reveal that the metric has a energy

component associated with it, as shown in Equation (1).

The amount of energy consumed for each floating-

point operation can be indirectly calculated from the

FLOPS/watt metric, as shown in Equation (2).

FLOPS/watt =
Floating-Point Operations Per Second

Joules/Second

=
Floating-Point Operations

Joules
(1)

1
FLOPS/watt

=
Joules

Floating-Point Operations
(2)

In support of the above, we provide preliminary results

in Tables II and I that show the energy efficiency of

the HPL benchmark with respect to the energy-delay

product (EDP) metric and the FLOPS/watt metric, re-

spectively. The results reveal interesting insights into the

efficiency of the systems. When using the EDP metric,

the Armor and Ice cluster machines achieve the best

energy efficiency when operating at only 86.3% and

83.6% of Rmax , respectively. In contrast, when using

the FLOPS/watt metric, the same machines achieve the

best energy efficiency at or very near Rmax .

Configuration Armor Ice Cluster

Rmax 1317302.32 141627095.35

Highest Effi-

ciency

44144.79 (86.3%

of Rmax)

7826550.72

(83.6% of Rmax)

TABLE I
EDP COMPARISON

Configuration Armor Ice Cluster

Rmax 125.67 33.58

Highest Effi-

ciency

126.87 (99.7%

of Rmax)

33.58 (Rmax)

TABLE II
FLOPS/WATT COMPARISON

Although the lowest EDP is achieved when execut-

ing at a performance level lower than Rmax for both

systems, the performance loss for achieving this better

energy efficiency is quite high. Even though we strive to

achieve better energy efficiency, performance is still the

primary target for the HPC community. We expect these

preliminary results to be more favorable in large-scale

HPC systems. This is due to the fact that performance

will scale less than perfectly linearly given a large

enough system, but power will scale at least linearly.

These results also provide motivation for optimizations

of scientific applications based on energy efficiency.

Consequently, in June 2010, the Green500 list started

accepting submissions for performance less than Rmax .

(However, all the cores in the system must be used.)

V. RELATED WORK

Power consumption has not been considered a ma-

jor issue in high-performance computing (HPC) until

recently. However, there has been a recent rise in “green

computing,” including a number of initiatives, such as

SPEC Power and The Green Grid. Overall, the spectrum

of recent work in green computing can be broadly

classified into low-power computing and power-aware

computing.
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Low-power computing initiatives are considered to be

supercomputers that utilize low-power hardware com-

ponents to build power-efficient systems in a bottom-

up fashion. This trend was arguably initiated by the

Green Destiny supercomputer [13], [20], followed by

other architectures including Blue Gene/L [9], Blue

Gene/P [8], and SiCortex [18]. Future high-end systems,

including Blue Gene/Q [1], are expected to have such

characteristics as well.

Power-aware computing efforts, on the other hand,

rely on software techniques to manage the power uti-

lization of the system on the fly, i.e., power aware.

There exists a large body of research in this area. For

example, in [16], Hsu et al. provide a detailed study of

popular metrics such as the energy-delay product (EDP)

and performance-to-power ratio and compare and bring

out the advantages and disadvantages of these metrics.

The authors identify the energy-delay product to be more

performance-oriented and stick to the FLOPS/watt met-

ric to evaluate the energy efficiency of supercomputers.

In [17], the power profiles of different scientific bench-

marks on large-scale systems is provided. The authors

also discuss several power measurement methodologies

for accurate measurement of power dissipated by large-

scale systems.

Only a handful of studies have been conducted on

the power consumption of scientific applications. In

Feng et al. [14], a component-level power analysis

of the NAS Parallel Benchmark (NPB) [6] using the

PowerPack framework [15] is presented. Their results

indicate a strong correlation between energy efficiency

and performance efficiency. Using the same framework,

a detailed study of HPCC benchmarks [4] is presented

in [19]. This work points to the correlation between the

memory-access pattern and the power consumption of

the system. In this paper, we address a more fundamental

problem of providing a methodology to measure the

power consumption of a scientific application.

To summarize, our work is not only complementary

to previously available literature in this area but also

addresses a fundamental problem that HPC community

faces while measuring power consumption of large-scale

systems.

VI. CONCLUSIONS AND FUTURE WORK

The lack of standard methodologies to measure the

power consumption of large-scale HPC systems is a

major obstacle preventing us from realizing the full

benefits of energy-efficient supercomputing. In this pa-

per, we presented several experiments to validate the

power measurement methodologies used in the Green500

list. The instantaneous power profiles of two systems

were analyzed demonstrating that instantaneous power

measurements can have up to 35% variance over the

entire run of the application, allowing it to possibly differ

substantially from the actual average power consump-

tion. Further, we discussed energy efficiency metrics

used in the Green500 list and presented power consump-

tion numbers that illustrated the reasoning for allowing

systems to run with less than all of their available

resources in order to boost their FLOPS/watt metric.

For future work, we plan to address the issue of

interconnect power measurement and optimization of

scientific applications based on energy efficiency.
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