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Abstract—Wideband channelization is an important and computationally demanding task in the front-end subsystem of several software-defined radios (SDRs). The hardware that supports this task should provide high performance, consume low power, and allow flexible implementations. Several classes of devices have been explored in the past, with the FPGA proving to be the most popular as it reasonably satisfies all three requirements. However, the growing presence of low-power mobile GPUs holds much promise with improved flexibility for instant adaptation to different standards.

Thus, in this paper, we present optimized polyphase channelizations for the FPGA and GPU, respectively, that must consider power and accuracy requirements in the context of a military application. The performance in mega-samples per second (MSPS) and energy efficiency in MSPS/watt are compared between the two classes of hardware platforms: FPGA and GPU. The results show that by exploiting the flexible datapath width of FPGAs, FPGA implementations generally deliver an order-of-magnitude better performance and energy efficiency over fixed-width GPU architectures.

I. INTRODUCTION

Wideband channelizers are widely used in software-defined radios (SDRs) to extract channels from a wideband spectrum. Military applications such as communication intelligence (COMINT) and signal intelligence (SIGINT) use these channelizers for real-time demodulation of wideband spread spectrum signals [1]. For the channelizers to be useful in such scenarios, the underlying hardware should be capable of providing high performance under small power budgets while allowing flexibility through reconfiguration [2]–[5].

Past research with several devices such as ASICs, multicore CPUs, CellBE, and GPGPUs have shown that utmost two out of the three requirements (performance, power, and flexibility) can be met simultaneously [6]–[9]. FPGAs, on the other hand, can provide the necessary performance under the required power budget. Though adapting to different standards instantaneously remains a problem for the FPGAs owing to the time consuming reconfiguration process, static reconfiguration at the site remains an option. Considering the limitations of the alternatives, FPGAs remain the most popular choice.

Advances in mobile graphics processors promise high performance, low power consumption and instant adaptability to different standards required for SDRs with the additional advantage of significantly reduced monetary costs. However, the application characteristics can significantly affect the performance and energy efficiency obtained in practice. We seek to understand the differences in performance and energy efficiency in low-power FPGAs and mobile GPUs while performing wideband channelization using a polyphase filter bank (PFB) channelizer for a range of problem sizes. Our key contributions include the following:

- Optimized circuit architectures for FPGA implementations of a polyphase channelizer that trades off accuracy for performance.
- An optimized implementation of the PFB channelizer on a discrete GPU and an integrated GPU.
- A comparison of FPGAs and GPUs with respect to performance, energy efficiency (i.e., performance per watt), and performance per dollar at varying channel sizes and precision levels.

The results show that the optimized FPGA implementation outperforms the optimized GPU implementations by a factor of 11.0-12.3 in performance and by a factor of 7.8-12.0 in energy efficiency in most cases. The main reason for this large difference is that GPUs are optimized for floating-point performance and cannot obtain benefits by using fixed-point reduced-precision computations when applications require only limited accuracy, such as in PFB channelization [6]. In terms of performance per dollar, the GPUs were 2.35-fold better than the FPGAs.

The rest of the paper is organized as follows. Section II covers background on the PFB channelizer, GPU architecture, and FPGA architecture. The optimized FPGA and GPU implementations are presented in Sections III and IV, respectively. Results are discussed in V. Related work is presented in Section VI and conclusion in Section VII.

II. BACKGROUND

In this section, we present the following background material to provide context for the rest of the paper: polyphase filter bank (PFB) channelization, FPGA architecture, and GPU architecture.

A. Polyphase Filter Bank (PFB) Channelization

Polyphase filter bank (PFB) channelization (Fig. 1) is an efficient technique to extract channels from a wideband sig-
nal [10]. The major stages within PFB are briefly described below:

![Fig. 1. Polyphase filter bank (PFB) channelizer.](image)

**FIR Filtering.** In the first stage, a number of finite impulse response (FIR) filters operate in parallel. Each filter performs a dot product on the filter taps and input signal. The output of an FIR filter can be mathematically written as

\[ y(n) = \sum_{i=1}^{T} t_i x(n - i) \]

where \( x(n) \) and \( y(n) \) represent input and output signals at time \( n \); \( t_i \) the filter coefficients; \( T \), the number of taps.

**FFT.** The fast Fourier transform (FFT) transforms the input signal from the time domain to the frequency domain. As shown in Fig. 2, this stage has the highest computational complexity requiring \( O(N \log N) \) computations per iteration, where \( N \) is the number of points, and takes the most time. Mathematically, the output of an FFT operation can be written as

\[ X_k = \sum_{n=0}^{N-1} x(n) e^{-j2\pi k \frac{n}{N}} \]

where \( x(n) \) and \( X(k) \) represent input and output.

![Fig. 2. Number of operations per sample vs. number of channels.](image)

**B. FPGA Architecture**

FPGAs contain large amounts of configurable logic and memory along with a significant amount of silicon area dedicated to interconnects. Modern devices also contain highly pipelined multipliers that have been optimized to perform at clock speeds of 500MHz and greater. In the Virtex 6 and 7, pipelined multipliers are combined with both pre- and post-adders specifically for digital signal processing (DSP) applications. They are especially useful in filters where the additions can be performed in dedicated hardware.

Implementing an algorithm involves combining these resources in an efficient manner such that resources are balanced and timing constraints can be met. There are many tools for FPGA design. At a low level, similar to assembly for a CPU, are hardware description languages (HDL), which describe the hardware at the register-transfer level (RTL). Dedicated hardware components, such as block memory or multiplier, can be specified or can be inferred in synthesis.

There are also many tools that have been developed to decrease the time and difficulty of using such a low-level language. These tools include pre-generated cores as well as graphical user interfaces (GUIs), like the Xilinx System Generator, which abstract the hardware to a higher level. At this level, the designer is generally working with higher-level components such as an FFT block or an FIR filter block. The system generator is a library of higher-level components; they have been parametrized to allow the designer to construct their design more easily. These tools can save a significant amount of time, but they restrict the flexibility of the device, and thus, an optimal algorithm may be impossible at this level. In practical terms, this results in a design that may require more power. Also, these tools are impractical for designs requiring throughputs greater than the base clock speed.

**C. GPU Architecture**

GPUs consist of one or more compute units (CU) and each CU consists of an array of processing elements (PE). In our target devices, each PE is made up of multiple ALUs, which can all be simultaneously used via a VLIW instruction. The GPU’s memory hierarchy is made up of five types of memory: private, constant, local, image, global. The peak read bandwidth of the different types of memory is shown in Table I.

<table>
<thead>
<tr>
<th>Memory Type</th>
<th>Peak Read BW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private</td>
<td>48 bytes/cycle</td>
</tr>
<tr>
<td>Constant</td>
<td>16 bytes/cycle</td>
</tr>
<tr>
<td>Local</td>
<td>8 bytes/cycle</td>
</tr>
<tr>
<td>Image</td>
<td>4 bytes/cycle</td>
</tr>
<tr>
<td>Global</td>
<td>0.6 bytes/cycle</td>
</tr>
</tbody>
</table>

**Table I. Peak Read Bandwidth of Different Memory Types**

GPUs can be programmed through OpenCL, which is an open standard framework for programming a variety of devices, including CPUs, APUs (i.e., accelerated processing units), and co-processors like Intel Xeon Phi. An application written in OpenCL is composed of several OpenCL threads known as work-items. The application is mapped onto the GPU as follows. Work-items map to PEs with multiple ALUs, which makes vectorization necessary. A group of work-items
make up a work-group and can share the fast local memory for communication within a work-group. A collection of 64 work-items (in AMD GPUs) make a wavefront which is mapped to a CU. To obtain good performance, an OpenCL application should leverage the GPU's memory hierarchy and use at least as many wavefronts as CUs and as many work-items as PEs.

III. FPGA IMPLEMENTATION

This section describes the FPGA implementation and design choices. When implementing an algorithm, the first consideration is the required data rate and clock speed. If the required data rate is higher than the clock rate, then the data will have to be processed in parallel. A higher clock rate will use fewer parallel processes, overall reducing power.

We designed two channelizer for data rates of 1000 and 4000 MSPS, respectively. The processing was parallelized four times (4x) and sixteen times (16x), respectively, with a clock rate of 250 MHz.

A. FIR Filter

Figure 3 shows a FIR filter implemented in a pipelined direct-form filter. This form lends itself well to polyphase decompositions as a single output is computed per pipe with no delays in the multiply-accumulate (MAC) chain. In addition, the add chain can take advantage of the post-adder in the DSP slice, which is already used for the multiply without requiring an extra adder tree. The adder tree would require additional logic resources and is not as power-efficient as the adder in the DSP. Furthermore, because the DSPs are built with 48-bit adders, the FIR computation can delay truncation until the last stage with minimal impact on resource and power utilization.

B. FFT Design

The FFT was implemented as a radix-2 decimation in frequency algorithm. This algorithm has several benefits to the channelizer. First, because it breaks each FFT into a smaller FFT, each a power of two, it allows the channelizer size to be easily parameterized into any power of two. Also for the 1000 MSPS, which is parallelized at 4x, the radix-2 algorithm processes four samples at a time and requires minimal control logic as a result. For the 16x channelizer, a higher-radix algorithm might be more optimal, but as the radix increases, the control and data switching become more complicated.

Each stage of the FFT consists of a data routing switch and a layer of butterfly processing units. The data routing requires that for the Nth stage that the first and N/2 + 1 sample be both added and subtracted, followed by the second and N/2 + 2 sample. The data router takes the data in either sequential order or the order output from the previous stage and presents the data to the butterfly processors in the desired order.

Each butterfly unit takes in two complex inputs, computes both the sum and difference, and multiplies the difference by a root of unity or “twiddle factor.” The twiddle factors are stored in a ROM and are parameterized to any number of bits in length. After each butterfly, an optional shift-right is available. Since the FFT is a fixed-point implementation, without this mechanism the data in the FFT can easily overflow. After the optional shift, the data is convergently rounded. This method treats positive and negative values symmetrically, and therefore is free of overall bias if the original numbers are positive or negative with equal probability. Asymmetric rounding methods accumulate error and result in DC bias.

Each non-trivial complex multiply $R + jI = (X + jY) \times (C + jS)$ can be implemented in three multipliers. By doing some factoring, the real and complex terms share a common term $Z = C(X - Y)$. Precomputing $Z$ allows the number of multiplies to be reduced at the expense of an add:

$$R + jI = Y(C - S) + Z + j[X(C + S) - Z].$$

This reduction is particularly well suited for the Xilinx DSP48e blocks with their pre- and post-adders that allow the adds and subtracts to be performed within the DSP block.

The last few stages of the FFT have simple twiddle factors that reduce to a scalar multiply or a negation. In these stages, a modified butterfly has been substituted, which reduces the butterfly to the minimum number of computations. In these last stages, the routing is also greatly simplified as the required data samples all appear within one or two clocks.

The last part of the FFT is optional depending on the application. It takes the data from the last FFT in bit-reversed order and sorts it into sequential order. Bit-reversed order means converting the sample number, starting at zero, to binary and flipping all the bits left to right. For example, if the FFT size is 4096, sample 1 would become sample 4095, and sample 4095 would become sample 1. As the FFT size increases, the bit-ordering RAM size increases proportionally.

IV. GPU IMPLEMENTATION

This section describes the GPU implementation and architecture-specific optimizations.
A. System-wide Optimizations

**FIR Implementation.** In this GPU implementation, one GPU thread (work-item) computes one element in the output array, which represents one sample of an output channel. This is done to run many threads on the GPU cores simultaneously to hide GPU’s high memory latency. The threads are organized such that the threads within a work-group all compute on samples that use the same set of taps. Such an organization ensures that there is high data reuse within a work-group. *Local memory*, which is shared by work-items within a work-group, is used to store the input elements temporarily. The data is laid out in the memory (global and local) to ensure coalesced accesses and to reduce bank conflicts, as shown in Fig. 4. *Constant memory* is used to store the filter taps. Both local memory and constant memory are size limited, and we employ a *blocking technique* for larger data sizes [11].

![Data organization diagram](image)

The GPUs used in this evaluation all have VLIW architectures. In these architectures, loading memory in vector types is faster than loading an equivalent number of scalars. Similarly, using *vector types* for computations ensures that the full potential of the VLIW architecture is unlocked. The `float4` data type is used for loading and performing mathematical operations. This also partially unrolls loops, which results in a reduced dynamic instruction count. Fused *multiply-add operations* are used to perform the multiply-accumulate operations of the FIR filters.

**FFT Implementation.** This PFB implementation makes use of the AMD FFT library for the FFT stage. This library employs an autotuner to find an efficient implementation from a design space of optimizations. Experiments revealed that an out-of-place algorithm consistently outperforms an in-place algorithm but at the cost of a larger memory footprint. This design uses an out-of-place algorithm, with the other architecture-specific optimizations decided by the autotuner.

B. Data Transfer Optimization

Data streaming is employed to overcome the data transfer overhead associated with transferring the data to and from the GPU through the PCI Express interface. In this technique, the data transfer associated with one iteration is overlapped with the computations in another iteration. This is depicted in Fig. 5, where the FFT stage is overlapped with the host-to-device transfer and the FIR stage is overlapped with the device-to-host transfer. This implementation avoids the double-buffering overhead that is normally associated with data streaming [9].

![Data Streaming diagram](image)

**C. Other Implementations**

The floating point GPU implementations provides a higher accuracy than what is demanded by the target application, which in turn affects the performance obtained and the power consumed. Therefore, implementations making use of `int` and `short` data types are evaluated, which represents fixed-point precisions comparable to the FPGA implementations that are designed to meet the accuracy requirements of the PFB channelizer.

V. RESULTS AND DISCUSSION

In this section, we present the experimental results from our channelizer on a FPGA and on a GPU. We then discuss the different trade-offs between realizing the channelizer on a FPGA versus a GPU.

A. FPGA Evaluation

1) Experimental Platform: The performance of the FPGA implementation of a PFB channelizer is evaluated on a Hitech Global HTG-V7-PCIE board that is populated with a Virtex-7 XC7VX690T-2FFG1761 FPGA. The input is provided by an analog-to-digital converter, which provides data at either a rate of 1000 MSPS or 4000 MSPS. The output data channel is selectable via a Gen2 x4 PCIe interface.
The bit stream was generated using Xilinx’s ISE Design Suite 14.6. Current and voltage were measured simultaneously at the input power connector to the board using two digital multimeters. The power was measured with the channelizer running and with the channelizer disconnected from clocks and data changes. This allowed us determine a baseline, where the difference between the power draws determines how much of the power was actually used by the channelizer as opposed to the other peripherals on the board.

2) FPGA Results: Figure 6 shows an increase in power with an increased number of channels for both the 1000 MSPS and 4000 MSPS PFB channelizers. This is consistent with expectations; the number of FFT stages is logarithmic in channel size, so resource and power usage is roughly linear on the log scale. The size of the ROMs for the filter coefficients and twiddle factors increases linearly with channel size. For the lower channel sizes, the logarithmic power increases dominate, but there are certain steps when power increased slightly more than linear when the synthesis tool replaced distributed memory with larger BRAM modules.

Figure 7 shows the energy efficiency in MSPS per watt versus the number of channels for both FPGA channelizers. The energy efficiency decreases with the number of channels for both FPGA channelizers. This is because of the increased computations required for the larger channelizer size without a corresponding increase in the samples per second.

B. GPU Evaluation

1) Experimental Platforms: The performance and energy efficiency of the OpenCL implementation of a PFB channelizer are evaluated on an AMD Radeon HD 6480G (integrated GPU) and AMD Radeon HD 6470M (discrete mobile GPU). Table II shows the details of the hardware platforms. The details of the software platform are as follows. OpenCL v1.1 and the AMD APP v2.8 SDK are used for the channelizer implementation. For the FFT, the accelerated parallel math library for FFT, clAmdFft 1.10.274, from AMD was employed. All implementations run on 64-bit Windows 7 OS.

The discrete GPU is connected to the host via second-generation PCIe x16. While experiments were conducted with different core-frequency settings, the performance, power, and energy efficiency are reported only for the highest frequency setting, as shown in Table II, as this setting corresponds to the most energy-efficient design. The dynamic power is measured through a “Watts Up? Pro” power meter. The static power is estimated based on the observation that static power contributes nearly one-third of the total power consumption for processors manufactured using 32 nm process technology [12]. Results reported in this section are median values of five runs.

2) GPU Results: Fig. 8 shows the performance obtained from the integrated GPU and the discrete GPU for three different implementations with varying accuracy: floating point, integer, and short integer. In the best case, a throughput of up to 326 MSPS on the integrated GPU and up to 375 MSPS on the discrete GPU was obtained. Across the channel sizes, the channelizer consumed 9.5 W and 9.0 W of power for the integrated GPU and the discrete GPU, respectively.

Owing to its slightly higher peak performance, the discrete GPU consistently outperformed the integrated GPU for up to 2048 channels. For larger channel sizes, the integrated GPU performs better. Also, for these problem sizes, the overall performance obtained drops significantly. The experiments revealed the performance obtained for the FIR stage remained consistent across problem sizes, while the performance obtained for the FFT stage dropped significantly. An analysis with the AMD APP Profiler [13] shows that for these problem sizes, the autotuner picks implementations that results in higher bank conflicts and cache misses. Also, the performance does not improve when accuracy is sacrificed through fixed-

<table>
<thead>
<tr>
<th>H/W Type</th>
<th>Integrated GPU</th>
<th>Discrete GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>HD 6480G</td>
<td>HD 6470M</td>
</tr>
<tr>
<td>Compute Units</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Total Cores</td>
<td>240</td>
<td>160</td>
</tr>
<tr>
<td>Core clock</td>
<td>444 MHz</td>
<td>750 MHz</td>
</tr>
<tr>
<td>Memory size</td>
<td>512 MB (shared)</td>
<td>1024 MB</td>
</tr>
<tr>
<td>Memory clock</td>
<td>675 MHz</td>
<td>800 MHz</td>
</tr>
<tr>
<td>Memory type</td>
<td>DDR3</td>
<td>DDR3</td>
</tr>
<tr>
<td>TDP</td>
<td>9 W</td>
<td>9 W</td>
</tr>
</tbody>
</table>

TABLE II
HARDWARE PLATFORM CHARACTERISTICS
point and reduced-precision implementations. Fig. 7 presents the energy efficiency of the implementations. The FPGA outperforms the GPU by 7.8 to 12.0 times in most cases.

C. Discussion

FPGAs can take advantage of the fact that the target application requires only limited accuracy. By limiting the bit-width for the adders and the multipliers, more computational units can be packed into the same power and area budget. However, such flexibility is not available in the GPUs. Though the programming model for GPUs provides a way to specify computations with limited accuracy through data types, e.g., int and short, the underlying hardware is floating point and cannot exploit the applications’ requirements. This can be seen from Fig. 8 where there is no improvement in performance from reducing precision. However, techniques that pack several data elements into a single word may help perform multiple computations within a single fixed-width computational unit. Another reason for the relatively poor energy efficiency of the GPUs is the lack of energy proportionality. The application, when operating at only 15% utilization, consumes nearly 100% of the peak power.

Cost and Programmability. Apart from performance, power, and energy efficiency, a few other factors such as device cost, performance per dollar, and productivity govern the choice of device. High-end FPGAs cost tens of thousands of dollars whereas high-end GPUs cost only a few thousand dollars [14]. For the Xilinx Virtex-6 FPGA and the AMD Radeon HD6470M GPU under study, the market prices are $1995 and $80, respectively. This means that the performance per dollar for the discrete GPU (4.69 MSPS/dollar) is 2.35 times better than the FPGA (2.00 MSPS/dollar) in the best case. On a per-dollar basis, the GPU delivers better results than the FPGA, even though the FPGA outperforms the GPUs in terms of raw performance.

While we do not explicitly compare the ease of programmability of the two devices, the general consensus is that the productivity for FPGAs is significantly lower than for general-purpose GPU computing devices [15], [16].

VI. RELATED WORK

Many studies have sought to accelerate the compute-intensive wideband channelization. Song et al. [17] present an ASIC implementation of the polyphase channelizer that operates at an energy efficiency of 41 GOPS per watt. More recently, Wang et al. [6] present an ASIC implementation with power optimizations that deliver a throughput of 480 MSPS while consuming 352 mW of power. Though these designs are more energy efficient than our implementations, ASICs lack the flexibility required for SDR application.

A number of FPGA implementations of PFB channelizers have been presented in the literature [18]–[20]. However, it is difficult to draw comparisons from these studies as they explore a different set of problem sizes and apply to a different set of application areas. Savir [1] presents a scalable FPGA implementation for military applications; but our FPGA implementation scales better and delivers better performance.

Implementations on the Cell Broadband Engine have shown poor performance [7]. Implementations of SDR applications on experimental DSPs, on the other hand, have shown excellent performance and energy efficiency [21]–[23]. An important takeaway from these studies is that SIMD-based architectures are well suited for these applications. Similar benefits can be expected from SIMD-based GPU architectures, which also provide better programmability.

Researchers have started to adopt GPUs for accelerating various stages of SDR pipeline, including wideband channelization. Kim et al. [8] present a GPU implementation of the polyphase channelizer for a different SDR pipeline. van der Veldt et al. [24] investigate the acceleration of a PFB channelizer using high-powered GPUs and multicore processors for radio astronomy applications. While they report a high efficiency in the computational stages, their overall performance gains were adversely affected from the data-transfer overhead. The GPU implementations here could show high performance gains by hiding almost all of the data transfers. While a number of attempts have been made to accelerate wideband channelization using FPGAs and GPUs, a direct comparison between these devices is lacking. Our work helps in picking the right device for this particular task by comparing several metrics for a range of problem sizes.

VII. CONCLUSIONS AND FUTURE WORK

Our work seeks to provide an objective comparison between FPGAs and GPUs with respect to performance, energy efficiency, and performance per dollar in the context of performing polyphase filter bank (PFB) channelization. Towards this goal, optimized implementations of the PFB channelizer on FPGAs and GPUs are presented. The channelizer is evaluated for a range of problem sizes that are commonly used in military applications. Results show that the FPGAs outperform GPUs by more than 11-fold and provide an energy efficiency that is more than 7.8 times better than GPUs. Results obtained
from multiple implementations on the GPU with varying precision reveal that the GPU architecture’s fixed-width data pipeline as the major reason for this difference. We also observe that while FPGAs exhibit better raw performance and performance per watt, the GPUs show a better performance per dollar.
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