
§  Study of over 450,000 disks, 4000 
SSDs, and 240 virtual drives in 
deployment.

§  More than 800 million drive 
hours analyzed.

§  (Collaboration with Gokul 
Soundararajan and Deepak 
Kenchammana of NetApp) 
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Definition: Hardware whose performance degrades 
significantly compared to its specs (a lagging hardware).

Anecdotal Impacts:
“… 1Gb NIC card on a machine that suddenly starts 
transmitting at 1 Kbps, making the performance of entire 
workload for a 100 node cluster was crawling at a 
snail’s pace” – Facebook engineers.

A destructive failure mode:
§  Cascading failures (entire cluster collapse)
§  No “fail in place” recovery

Limpware	
  

(1) Limpware 

Our	
  findings	
  
Current cloud systems are susceptible to limpware.  

A single piece of limpware can cause severe impact 
on a whole cluster [SoCC ’13].

System Operation Node Cluster
Hadoop ✖ ✖ ✖

HDFS ✖ ✖ ✖

ZooKeeper ✖ ✖ ✖

Cassandra
HBase ✖ ✖

…	
  even	
  Hadoop	
  specula9ve	
  execu9on	
  	
  
is	
  not	
  triggered!	
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Figure 1: Limpbench Results. Each graph represents the result of each experiment (e.g., F1) described in Table 1. The
y-axis plots the slowdowns (in log scale) of an experiment under various limpware scenarios. In the first row, a limping disk is
injected. In the rest, a limping NIC is injected. The graphs show that cloud systems are crash tolerant, but not limpware tolerant.
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Figure 2: Hadoop Limplock. The graphs show (a) the progress scores of limplocked reducers of a job in experiment H1 (a
normal reducer is shown for comparison), (b) cascades of node limplock due to a single limpware, and (c) a throughput collapse
of a Hadoop cluster due to a limpware. For Figures (b) and (c), we ran a Facebook workload [1] on a 30-node cluster.
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Figure 3: HDFS Limplock Probabilities. The figures plot the probabilities of (a) read limplock/Prl, (b) write limplock/Pwl,
(c) block limplock/Pbl, (d) and cluster regeneration limplock/Pcl, as defined in Table 2. The x-axis plots cluster size.
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Path-Informed Recovery
§  Challenge: Limpware is not like 

fail-stop.  Protocol callpath is 
deep (touches many hardware).  
Today’s recovery sometimes 
cannot pinpoint the limpware.

§  Solution: Ensure multi-layer 
systems manage paths.  Recovery 
should not take the same slow 
path.

Pre-deployment Detection of 
Performance Bugs 
[HotCloud ‘15]
§  Challenge:  Various deployment 

scenarios such as data locality, data 
source, job characteristic, job/load 
size, fault type/placement/granularity/
timing, topology scenario, etc.

§  Solution: Convert (automatically) 
complex system code to formal 
model (CPN). Model check various 
deployment scenarios

Large-­‐scale	
  Study	
  of	
  Storage	
  
Performance	
  Variability	
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§  0.22% disk, 0.58% SSD and 17.7% vdrive hours experience > 2x slowdown
§  26% disks, 29% SSDs and 98% vdrives have experienced at least one slow hour in their lifetimes
§  40%, 35% and 55% of slow disks, SSDs, and virtual drives will stay slow within the next hour
§  2-digit slowdowns had occurred in 0.01% of disk and SSD hours, 4- and 3-digit slowdowns in 124 and 2461 

disk hours, and 3-digit SSD slowdowns in 10 SSD hours


