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(1) Limpware

lepwa re Our ﬁndlngs .. even Hadoop speculative execution
Definition: Hardware whose performance degrades Current cloud systems are susceptible to limpware. is not triggered!
significantly compared to its specs (a lagging hardware).
A single piece of limpware can cause severe impact Job Throughput
Anecdotal Impacts: on a whole cluster [SoCC ’13]. 1200 T Normal .
“... 1Gb NIC card on a machine that suddenly starts @ 1000 w/1limpware
transmitting at 1 Kbps, making the performance of entire System  Operation Node Cluster UE_ 800 ) [ job/hour
workload for a 100 node cluster was crawling at a Hadoop « 6007 o> *
snail’s pace” — Facebook engineers. S 400 | |
P ook engl HDFS x x x 5 |
. , ZooKeeper x X X *
A destructive failure mode: 0 e
. : . Cassandra 0 50 100 150 200 250 300 350
* Cascading failures (entire cluster collapse) _ _
HBase > 4 > 4 Time (minute)

* No “fail in place” recovery

Limpware-Intolerant Designs

In-memor
Problems: meta reads Current work:
Limpware-Intolerant Designs :
- ‘ :re;deployme;t Detection of Path-Informed Recovery
@ messages DD-./ |-e|r ocr;“anc‘? ugs u Challenge: Limpware is not like
~ %ﬁ [HotCloud 5,] fail-stop. Protocol callpath is
In-memor " Challenge: Various deployment
Y —S . deep (touches many hardware).
meta reads is scenarios such as data locality, data Today’ :
blocked . C oday’s recovery sometimes
@ ‘ _____ source, job characteristic, job/load cannot pinpoint the limpware

size, fault type/placement/granularity/

. , = Solution: Ensure multi-layer
timing, topology scenario, etc.

systems manage paths. Recovery
should not take the same slow
path.

288
Mappers Reducers messages @
—

Single point of ‘ = Solution: Convert (automatically)
performance failure Bounded multi- complex system code to formal
purpose queue Bounded multi-purpose model (CPN). Model check various
thread pool deployment scenarios

(2) The Tall at Store

Disk SSD Virtual Label | Definition

Large-scale Study of Storage RAID groups 38,029 o D N | Number of data drives in a RAID group
: D; Drive number within a RAID group; 2 = 1..N
- °p° Data dri 3-26 3-22 3-23 : group;
Pe rfOrma nce Va riad bl I |ty : .ves pet O L; Hourly average 1I/O latency observed at D;
Data drives 458,482 4,069 242 T Median latency: L., — Median of(Li. x)
s Studv of 450.000 disks. 4000 Slow drives (§3.3.4) 118,149 1,195 229 med _CETAR EEAEY, Smeq = SRCAMAN O SN
tudy ot over ’ ISKS, Duration (days) 11470 104 1330 Si Latency slowdown of D; compared to the median;
SSDs, and 240 virtual drives in Drive h Y 257 183.447 | 7481055 | 211,00 Si = Li/Lumed
depl e (?urs T P ’ T" The k-th largest slowdown (“k-th longest tail”’);
eployment. Slow drive hours (§3.3.1) 1,885,804 43,016 37,327 T! = Maz of (S1.n)
= More than 800 million drive Slow drive hours (%) ‘ 0.22% | 0.58% | 17.7% T% = 2nd Maz of (S1..v), and so on
hours analyzed. RAID hours 72,046,373 | 1,072,690 56,080 Stable | A drive is stable if S. < 2
: , Slow RAID hours (§3.3.2 1,109,514 23,964 31,230 - £ Q.
" (Collaboration with Gokul " Slow RAID hours Ega) : 1.54% 2.23% 55.7% Slow | Adrvelsslowit 5 2 2
Soundararajan and Deepak S T R R i T
Kenchammana of NetApp) ~ NetApp © 2015 NetApp, Inc. Al rights reserved. L L e
Results
CDF of Slowdowns (Disk) CDF of Slowdowns (SSD) CDF of Slowdowns (Virtual) Probability of slowdown persistence ... Fraction of drives that have experienced ..
1 1 LI m 0.6 s 1
0.995 | ol SSD _
0.995 | 0.4 0.1} * .
0.99 | 0.3 |
0.99 | 0.985 | 02 00T Vinual e ’
| ==
0.985 | 098 1 "1 4 16 o4 256 1026 4096 ' 2 4 8 16 32 64 128 256
0.975 ... within the next X hours ... at least X slowdown
0.98 1 0.97 1 1 2 4 8 116 - CDF of Slowdown vs. Drive Age (Disk) CDF of Slowdown vs. Drive Age (SSD)
Slowdown Slowdown Slowdown : 1 ]
~— | 0998 |
= 0.22% disk, 0.58% SSD and |7.7% vdrive hours experience > 2x slowdown é 0006 ||
" 26% disks, 29% SSDs and 98% vdrives have experienced at least one slow hour in their lifetimes 4 | oses ||
" 40%, 35% and 55% of slow disks, SSDs, and virtual drives will stay slow within the next hour “E) — | o000
= 2-digit slowdowns had occurred in 0.01% of disk and SSD hours, 4- and 3-digit slowdowns in 124 and 2461 - = os0 1

disk hours, and 3-digit SSD slowdowns in 10 SSD hours Slowdown



